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“Human-centered machine learning” (HCML) combines human insights and domain expertise with data-
driven predictions to answer societal questions. This area’s inherent interdisciplinarity causes tensions in the
obligations researchers have to the humans whose data they use. This paper studies how scientific papers
represent human research subjects in HCML. Using mental health status prediction on social media as a case
study, we conduct thematic discourse analysis on 55 papers to examine these representations. We identify five
discourses that weave a complex narrative of who the human subject is in this research: Disorder/Patient,
Social Media, Scientific, Data/Machine Learning, and Person. We show how these five discourses create
paradoxical subject and object representations of the human, which may inadvertently risk dehumanization.
We also discuss the tensions and impacts of interdisciplinary research; the risks of this work to scientific rigor,
online communities, and mental health; and guidelines for stronger HCML research in this nascent area.
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1 INTRODUCTION
The two hardest things in Computer Science are: People, and convincing others that
“People” is the hardest thing in Computer Science. – attributed to Brad Grzesiak1

“Human-centered machine learning” (HCML)2 is a rising subfield of computer science (CS)
that combines the expertise of data-driven predictions and outside domain knowledge to make
headway on questions of societal importance. These approaches have become popular in predicting
elections [171], understanding criminal justice [175], and detecting fake news [163]; in HCI and
CSCW, HCML has examined questions such as abusive content detection [40] and crisis [166].
HCML is focused on impacts to individuals, communities, and society, made explicit by its

contributions to human-centered domains and challenges and self-stated goals within papers [25].
1https://twitter.com/listrophy/status/876129823130869760
2This emergent field has many names, including but not limited to, human-centered machine learning, human-centered AI,
and data science for social good. For simplicity’s sake, we use HCML as the umbrella term throughout this paper.
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However, this interest causes tensions in researcher responsibilities to the “human subjects” within
their research [92, 123]. In machine learning (ML) and related areas, there are few protocols
for managing researcher relationships to data [92, 187]; ML has historically relied on large and
public benchmark datasets, like ImageNet [57]. Data now comes from sources much closer to the
human – for instance, social media provides a large, unobtrusively collected source of data over
time about peoples’ thoughts, feelings, moods, and experiences. As data-driven research adopts
human-centered research paradigms and moves closer to research traditionally protected through
ethics boards [8, 72, 100, 105], this new proximity complicates the traditional representations of
individuals involved in work from either ML or human subjects research perspectives alone. These
representations of the human have downstream consequences on how research is conducted and
reported, and how it may impact communities and individuals who are the object of study.
The impacts of these representations go beyond abstract notions of roles or responsibilities.

Computationally focused work tends to treat individuals as data points to be analyzed, abstracting
away from unique details to identify large-scale patterns and phenomena [113]. Predictions central
to many HCML questions can both support decision-making and lead to important outcomes that
pushes scientific understanding [63]. Yet, these same predictions also provoke extensive utopian
and dystopian rhetoric [25, 112, 113]. Representations have meaningful consequences on research
methods [13, 15, 170] and practical risks in increasing stigma [117], reproducing stereotypes and
discriminatory practices [9, 134], and harming individuals and communities [59, 103]. As HCML
emerges as a field with extensive academic and popular media attention, it is an opportune time to
step back and assess its trajectory [98]. Explicit focus on these concerns can drive critical reflection
in a nascent area to identify best practices [61, 92, 104] and, possibly, support redirection [17].

In this paper, we ask “who is the human in human-centeredmachine learning?” to explore
these representations of human research participants in a new interdisciplinary space. We focus
on language as operative in explicating these representations. Language is a driving force in
how we conceptualize problems, include (or exclude) individuals from analysis, and encourage
others to advocate for social change, as it dramatically impacts power dynamics and politics of
oppression [74, 75]. The discursive representations of personhood can influence how people are
justly and equitably treated [33, 99, 103, 129], and whether HCML research may fundamentally
diminish respect and agency of those who are the object of study [85].

Work on predictingmental health status from social media data offers a prime area to study these
representations. In this domain, computer scientists have designed algorithms to predict if someone
is suffering from a mental disorder (e.g., depression [54, 143]) or closely related symptomatology
(e.g., suicidal ideation [41]). This work is highly interdisciplinary across multiple fields of CS [28,
45, 140, 176, 178], predicting embodied illness from digital trace data. The topic is also sensitive
and requires delicate care by researchers to not harm research participants [19, 36], providing an
opportune setting to understand the representations of humans within HCML.

To conduct this investigation, we systematically identify 55 papers where CS researchers aimed
to predict mental health status using social media data. We applied thematic discourse analysis to
this corpus to examine how the human as data provider and beneficiary is described within these
papers [75]. We identify five discourses that frame the human in varying, sometimes conflicting
ways. Crucially, many of these framings result in a translation [34, 110], constructing the human as
a data point for machine training and optimization rather than as a person who should be justly,
equitably, and sensitively treated. A single paper will often invoke different discourses, leading to
confusions and depersonalization. In short, the discourses within these papers weave a complex
notion of who the human is and, in the process, inadvertently risk dehumanizing the individuals
who are both the producers and beneficiaries of such analyses [85].
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Our work highlights the tensions of representations of the human; we argue that these papers
operate as “boundary objects” for HCML research [165], or documents that provide interdisciplinary
flexibility between domains. Our findings surface a paradoxical representation within HCML of
the human as being both in the “subject” and “object” positions, where humans are both centered
and prioritized in the analyses but are also the object of machine learning techniques. We also put
forward numerous scientific, community, and practical consequences for these representations,
such as issues of reproducibility, the integrity of communities, and practical risks of dehumanization.
We articulate these risks for dehumanization around Haslam’s perspective, where actions “deny
uniquely human attributes...and human nature to others” [85][p. 252]. Finally, we provide guidelines
on how such representations can be made better, and we call for HCML researchers to adopt more
human-centered practices within their work.
Reflexive Considerations. Two authors are social computing researchers who use ML to study
mental health. Their research is included in the corpus, positioning them as both insiders to the
subject area and object of critique. We value a human-centered approach in research that employs
ML, and our perspective is informed by the primary commitment to improve societal outcomes. We
are cautiously optimistic that HCML can assist in realizing these goals. Our ideas are guided by our
experiences working with clinicians and psychologists and engaging with individuals who suffer
from mental disorders. These experiences undoubtedly impact our perspectives on the critical
analysis [21], and we view this position as “critical insiders” to be a unique and valuable opportunity
to raise concerns and advocate for change.

2 RELATEDWORK
First, we describe HCML and the contributions of multiple fields to its conceptualizations of the
human. Then, we discuss our topic area – predicting mental health status in social media data).

2.1 An Overview of Human-Centered Machine Learning
Recent excitement and growth in HCML bely a longer scholarly history in AI, HCI, and solving
problems at these intersections [162]. Grudin described the history of HCI and AI, the two fields
alternating periods of flourishing while the other suffered a “winter” of reduced funding and
researcher interest [80]. More than a decade ago, Winograd also outlined the strengths, limitations,
and relevance of rationalistic and design approaches offered by AI/ML/data science and HCI
when applied to “messy” human problems [180]. Indeed, Grudin’s hypothesis about HCI and AI
intertwining has come true nearly a decade later [80]. The focus of HCML echoes the desire to
solve those “messy” human problems [180], and recent work in this domain for social media has
been interested in complex areas such as abusive content detection [40], detecting fake news [163],
and crisis informatics [166].
Complementing this rise in HCI-AI, scholars too have wrestled with the notion of human-

centeredness and its connection to computing [8, 100, 105]. Human-centered paradigms for com-
puting advocate for integrating “personal, social, and cultural aspects” [100] into the design of
technology, and accounting for stakeholders in the creation of technological solutions. Yet, Kling
and Star acknowledge that “there is no simple recipe for the design or use of human-centered
computing” [105][p. 23], and Bannon acknowledges that different traditions of human-centeredness
approach the commitment to human actors, as either straightforward interdisciplinary or as a
deeper-seated commitment to a shared set of values [8].
We argue that HCML uses prediction systems in service of societal goals that focus on human

needs and interests. However, because there is such interdisciplinarity under this umbrella and
the field is very nascent, there are no formal definitions for what HCML is, nor shared vocabulary
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within the field [27]. Different disciplines construct it in different ways – what comprises HCML
and how does it represent the human actor in these disciplines?
In this section, we identify key developments that triangulate the definition of HCML. We

focus on three contributions mapped to three domains: the engineering of algorithms to solve
sociotechnical problems; the responsibilities of researchers drawn from research ethics and critical
data science; and the focus on interactions of ML with humans from HCI.

2.1.1 Engineering for HCML. In addition to providing obvious methods foundations, ML has also
placed its attention on engineering solutions to challenging social problems. The subarea of FAT
(fairness, accountability, and transparency) makes contributions to HCML through algorithmic
representations that promote better outcomes for values like justice, fairness, equity, and agency. In
FAT, the focus is on engineered or computational solutions to these problems. This area has gained
traction, as seen in the success of the FAT-ML workshop series (http://www.fatml.org/) and the
recently conceived ACM FAT* (Fairness, Accountability, and Transparency, and others) conference
(www.fatconference.org).

FAT approaches these problems as embedded within the data, methods, and algorithmic rep-
resentations, and then uses statistical or mathematical techniques as a solution. For example,
this involves identifying and controlling for undesirable biases and discrimination from ML and
AI [65, 68]. In addition to questions about fairness and bias, the community is also interested in
making algorithmic output more explainable [62, 106, 127, 144] and interpretable [89, 108, 126] by
human actors involved in decision-making.
FAT’s conceptualization of human-centeredness provides engineering solutions for algorithms

that conform to these values like fairness, justice, and equity in prediction tasks. However, re-
searchers within the area have cautioned against an over-reliance on these abstractions of so-
ciotechnical problems; they argue mathematical solutions to abstracted notions of “fairness” may
dramatically miss the social context of their applications [158]. We contribute to this conversation
by focusing on this social gap, in our case the gap of representations of the humans who contribute
data and benefit from HCML.

2.1.2 Researcher Responsibilities and Roles. There have also been broader calls to consider the social,
cultural, and ethical responsibilities to humans within data-driven research paradigms [25, 123],
in a new area termed “critical data studies.” For HCML, we focus on critique around the scientific
representations of the human and engagement with “participants” in big data research.

Historically, humans in research were human subjects with rights guaranteed by an ethics board
that managed appropriate scientific conduct. For the United States, this manifests in the Belmont
Report wherein the research must align with three values: beneficence, justice, and autonomy [72].
In contrast, ML has focused on large, publicly available datasets, like the famous ImageNet [57],
and has not directly engaged with humans.
In HCML and other data-driven areas, the roles and relationships of scientists to research

subjects has become hazy, as datasets are now curated for the relevant domain. On social media
predictions of human behavior, where the data and prediction target are both the object of interest,
these tensions become more pronounced [92]. We see scholarly debate on this subject, which
has challenged conceptualizing who the human research subject is in these scenarios [123, 187].
Numerous researchers have questioned meaningful protocols of gaining consent [97, 187, 188], and
the places where researchers agree and disagree around protocols with social media data [174].
Considering the other side of these relationships, individuals’ perspectives on whether Twitter
research is ethical is also hazy. Empirical research has shown conflicting and highly contextual
opinions of individuals to have their Twitter accounts used for research [71, 124]. Public reactions
to data privacy violations by these social networks are also mixed [70, 137].
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We build on this approach to human-centeredness, which considers the roles and relationships
between scientists and the individuals involved as key to understanding the representations of the
human in HCML.

2.1.3 Human Interactions with Technology. HCI has also been interested in the use of ML to
augment interactive and intelligent systems [2, 91, 183], emblematically seen in interest in automated
chatbots [179] and criticisms of these practices [154]. Critical mass around HCML is also forming
in HCI, measured by interest in workshops at recent CHI and CSCW conferences [3, 76, 98].

Of most interest to us, HCI’s and CSCW’s intellectual foundations have also preoccupied them-
selves with meaningful representations of humans, people, organizations, and communities and
their interactions with technical artifacts. HCI has historically delegated these relationships and
interactions to the notion of the “user”[15, 44, 109]. These representations have been challenged at
various times through HCI’s history to better represent who the user is (and is not) [15, 151], how
to contextualize social roles for users [109], and what user identities appear in this research [153].
Our work speaks to larger questions of representation and research interest within the CSCW

community. CSCWand social computing have a history of considering the social, organizational, and
cultural contexts in which humans act [7, 58]. We situate our work between numerous contingencies
within CSCW: a history of human-centered machine learning work [39], critical perspectives on
data science [103], and exploring the ethics and representations behind this work [174]. We build
on prior work in providing the first case study of how the human is framed by the scientific
publications that describe HCML.

2.2 Predicting Mental Health Using Social Media Data
Next, we discuss the research area in our study, predicting mental health status using social media
data, and our motivations for selecting this area.

Since 2013, computer scientists have designed algorithms that can predict with high accuracy if
someone is suffering from a mental disorder or related symptomatology using social media data (for
a thorough overview of the field, see Chancellor et al. [36]). These algorithms predict if someone
is suffering from a mental disorder, like depression [54, 140, 177], anxiety [160], post-traumatic
stress disorder [47], schizophrenia [23, 125], and eating disorders [50, 176]. These approaches are
also sensitive to symptomatology related to mental disorders, like suicidal ideation [41, 90, 121,
135], stress [116, 185], and the severity of mental illness [37, 156]. Research heavily adopts data-
driven prediction methods from ML, like supervised binary classification [31, 94, 101], regression
analysis [156], and recently deep learning [20, 77]. Taking inspiration from [36], we refer to this
area as predicting mental health status to encompass both predictions on disorders and their closely
related symptomatology.
We chose to focus on this domain for several reasons. This work has received increased atten-

tion [157, 182], not only within HCI and CSCW [37, 55, 168], but also in multiple subfields of CS,
such as natural language processing (NLP), machine learning, and medical informatics [28, 45,
140, 176, 178]. This attention is also reflected in new literature reviews and meta-reviews, which
examine practices within HCI for affective disorders research [149], for qualitative research [157],
and for data-oriented approaches [182]. Given its focus on health and machine learning, there
is also a growing history of critique and concern for using online trace data to predict health
outcomes [19, 43, 124]. The implications of this research posit numerous social benefits – in new
monitoring and public health efforts, designing interventions for dangerous behaviors, and poten-
tial to improve health and well-being. Finally, this research focuses on predicting intrinsic, bodily
characteristics on the individual – mental disorders are manifested in people’s physical well-being,
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Table 1. Keywords for literature search.

Category Keywords
Mental health (1) mental health, mental disorder, mental wellness, suicide, psychosis, stress

depression, anxiety, obsessive compulsive disorder (OCD), post traumatic
stress disorder (PTSD), bipolar disorder, eating disorder, anorexia, bulimia,
schizophrenia, borderline personality disorder (BPD)

Social media (2) social media, social network, social networking site, sns, facebook, twitter
instagram, forum

Search term (1) AND (2)

and thus data science efforts to understand them are inherently humanistic. Thus, it offers an
opportune setting to consider how different CS fields construct a representation of the human.

3 METHOD
We adopted the tools of a systematic literature review to gather studies, informed by general
standards for literature/meta reviews [114] as well as those in HCI and CSCW [12, 60, 61].

Constructing a corpus across disciplinary boundaries in CS is difficult. We could not use a single
professional organization’s search database (ACM or IEEE); however, most scholarly indexing
services, like Web of Science or Scopus, do not consistently index CS conference proceedings.
When we tested our initial search strategy through these services, journal entries were robustly
indexed; yet there were large gaps in the coverage of conference proceedings that are important in
these areas (e.g., AAAI, ACL, CHI, NIPS/NeurIPS, DH, AMIA). Initial experiments with keyword
searches through engines like Google Scholar yielded an intractable number of results (over 200,000
candidate papers before deduplication).
For our approach, we iteratively generated a list of 41 venues (both conferences and journals)

that “seeded” our search. We used keywords to filter in these venues, then identified candidate
papers through this list. Finally, we sampled the references of these papers once to identify missing
papers from the first pass. This produced 55 papers in total. Our methods are summarized below3.

3.1 Searching the Datasets
First, we searched the literature in May 2018 for articles published between 2008 and 2017, dove-
tailing with the emergence of academic research on social media [26].
We developed two sets of keywords to search in pair-wise fashion: those for mental health

and those for social media. These were inspired from meta-reviews on social media and mental
health [157, 182] and our expertise in the area. A list of our keywords can be found in Table 1.
Next, we searched for these keywords across 41 English venues in the interdisciplinary inter-

section of prediction of mental health through social media. These were inspired, again, by our
expertise in the field as well as from the results of previous literature reviews in the space [157, 182].
A full list of venues is in the Appendix (section A.1).

Three search engines were used to ensure robust coverage across venues. We used the ACM
Digital Library for ACM journals and conferences, Google Scholar using the Publish or Perish
software [84] for other conference publications, and Web of Science for journals4. One venue
(CLPsych) was not indexed correctly by any search engine, so wemanually searched the proceedings

3More details on our methods can be found in the Appendix
4www.webofknowledge.com
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for matching keywords in the title and abstract. We identified 4,420 manuscripts that matched these
keyword pairs.

3.2 Filtering Strategy
We first filtered the manuscripts to include peer-reviewed, full-scale archival studies published
between 2008 and 2017, deduplicating entries as we went. We honored the home community
standards to assess archival status5, including studies that conduct full-scale research as primary
sources. This removed meta reviews and literature reviews, news reports, case studies, panel
proposals, and shared tasks. After deduplication and filtering, this produced 2344 manuscripts.

Next, we manually filtered by title and abstract, removing spurious items obviously not related
to mental health or social media data. Examples of mismatches included other health conditions,
such as cancer or diabetes, or data sources such as electronic health records. This reduced our
corpus from 2344 to 87 papers. Finally, we read and fully screened all 87 papers, using the following
criteria for inclusion in our analysis of HCML in this domain:
(1) They must address mental health in clinically specific ways. This meant studying a mood or

psychosocial disorder (e.g., depression, anxiety, schizophrenia), symptomatology from the
DSM-V [5] about disorders (e.g., suicidality, psychosis), or the severity of mental disorders
(e.g., moderate vs. severe depression). We excluded subjective mood, well-being, happiness,
or general emotions not directly related to mental disorder diagnosis. We also excluded
papers about mental disorders and conditions that are not mood or psychosocially-oriented
(e.g., ADHD, autism spectrum disorder) [5].

(2) The paper’s method must focus on quantitative prediction through ML techniques from social
media data. This included regression analysis, machine learning, and time series analysis.

(3) The paper must study social media data from social networking sites, blogs, or forums. We
excluded other digital data traces, such as search engines or app use (if not related to social
media apps).

(4) Finally, the prediction must be made on an individual. We excluded papers that made ag-
gregated predictions on groups or communities to effectively scope the literature review
for precision around the same kinds of research questions and contributions, aimed at di-
rected care and interventions for individuals. If a paper made predictions on individuals later
aggregated for another purpose, we included these.

This process generated 44 papers that matched all of our constraints. Finally, we conducted an
iterative pass, sampling related papers to our 44 identified from the bibliographic details of the
citations. We then undertook the same screening and filtering process above, moving from 519
candidate papers to 11 papers that matched our constraints. Additional snowballs through these
papers did not return substantially new results.
This produced 55 papers (44 from initial analysis + 11 from iteration) included in this analysis.

The full list of all 55 papers is provided in the Appendix. We will call this our corpus throughout
the remainder of the paper; individual papers from the corpus will be described as a document.

4 ANALYSIS TECHNIQUE - DISCOURSE ANALYSIS
To understand how our case of HCML conceptualizes responsibilities to humans, we study how the
community describes them in publications, or the discourse. Foucault famously described discourse
as an action of language “that systematically form[s] the objects of which they speak” [74]. Discourse
frames, shapes, and changes our formations of social and political structures, and how power and
5In CHI, workshop proceedings are not considered archived; however, in ACL, workshop proceedings that appear inside
the ACL Anthology are archived.
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responsibility may be conferred to individuals and groups – with the ultimate goal of making such
structures apparent for critique and change [74, 75, 87, 102].
Discourse has been a useful lens to understand language focused on the adoption and use

of technology. In HCI, focuses on language and representation have been used to explore lay
narratives around robots [167] and smartphones [83]. Hoffmann has explored the pitfalls of anti-
discrimination and anti-bias discussions in data science research and practice [87], and Hoffmann
and collaboraters explored how Facebook’s CEO, Mark Zuckerberg, changed his conceptualization
of the relationship between Facebook and its users during his tenure [88]. Discourse has been a
useful frame for critically considering practices within HCI itself, such as intersectional identities
of research participants [153] and the field’s construction of sexuality [102].
Driven by our primary research question (who is the human in HCML), we identified research

sub-questions to better examine this. These included:
• Who is the human or subject of these predictions represented in the paper?
• How are these subject positions represented? [15]
• Are there notable proxies or substitutes for the notion of the human in the corpus?
• Who are the benefits/implications of this research offered to?

Using inductive coding [75], the lead author conducted a close reading of the entire corpus,
annotating the terms and phrases that conceptualized the human “research subject.” She focused on
the subject of the prediction task, the studies, as well as the purported beneficiaries. She coded at
the sentence level for terms and phrases, as disambiguating at word-level was too granular to draw
larger conclusions. Thus, statements could be simultaneously coded for the presence of multiple
terms or concepts. The author also wrote notes/memos from insights gleaned from close readings
and thematic corpus-wide observations. As the coding progressed, the authors decided to not code
Literature Reviews/Related Work, as these sections reported on other studies’ representations.6
This portion of the analysis was done in Dedoose7. After the initial coding was complete, the
authors then met and discussed emergent themes [29], which we identified as discourses governing
the representations and relationships of the human within the corpus. These observations and
understandings form the basis of our analysis presented below.

5 FINDINGS
5.1 Discursive Representations of the Human
We identified 164 novel terms that describe the human across the corpus. We then grouped terms
based on the ways they were used in the documents, which produced five discourses: Disor-
der/Patient, Social Media, Scientific, Data/Machine Learning, and Person. We clustered terms used
in more than one document, as we felt this was more emblematic of patterns in the corpus. We
present an overview of these discourses in Table 2. In the following sections, we unpack the
representations of who the human is within HCML in these five discourses.

5.1.1 Human as Patient/Disorder. To begin, we found many conceptualizations of the human as
a clinical subject, emphasizing their relationships with disorders, doctors, or clinical researchers.
This category had the most variety of terms in our dataset.

One of the most common patterns of language use was referring to the human as a “patient.”
Using measures such as self-reported clinical status, researchers referred to individuals as if they
were in an active clinical care relationship. For instance, Nakamura et al. analyzed 200 authors of

6We believe the transmission of these roles throughout literature reviews is ripe for future work, but was outside of the
scope of the present study.
7https://www.dedoose.com/
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Table 2. High-level discursive categories from our analysis oredered in decreasing order by appearance in
unique documents. We excluded words used in only one paper.

Discourse Terms (number of documents/papers)
Disorder/Patient patient (17), depression (10), depressed (9), sufferer (9), behavior

(7), condition (4), distressed (4), PTSD (4), neurotypicals (3), non-
depressed (3), suicide (3), normal (3), victim (3), clinical (2), anxiety
(2), bipolar (2), mentally ill (2), non-stressed (2), pro-anorexic (2),
stressed (2), suicidal ideation (2), score (2), standard (2), state (2)

Social Media user (55), post (25), tweets (16), content (15), account (14), author
(14), community (10), microblog (7), text (7), document (6), member
(6), activity (4), followers (4), message (3), poster (3), tweeter (3),
corpus (3), blog (2), item (2), networks (2), publisher (2), profiles (2),
lexicon (2)

Scientific population (29), control (21), participant (16), subject (10), cohort (8),
candidate (6), respondents (6), observation (2), pool (2)

Data/Machine Learning data (31), sample (25), dataset (18), class (16), example (8), subset (8),
test set (5), category (4), positive/negative (3), task (3), data point (2),
model (2), prediction (2)

Person people/person (47), individual (40), she/he (11), woman (7), one’s (5),
man (5), youth (5), student (5), mother (4), worker (4), crowdworker
(4), female (3), someone (3), peers (3), friends (2), others (2), they (2),
adolescents (2)

Not Grouped group (35), case (9), counterpart (2), life/lives (2)

blogs tagged depression from a Japanese health blog portal. Throughout the paper, they refer to
individuals who write the blogs as “long-term patients” [128] — the title of the paper, “Defining
patients with depressive disorder by using textual information” reflects this decision.

The term “patient” may not accurately reflect the relationships these individuals have with clinical
care providers. A patient is someone who is actively participating in a health care relationship — no
studies in our corpus actively recruited participants through clinical practices or formally verify a
relationship with a health care professional around a mental disorder. A few studies verified clinical
diagnosis or date of treatment [51, 54], though these studies did not call individuals “patients.”

We also noticed diverse language describing disorder status and the individuals grouped under
it. One common pattern was to use the language of the disorder as shorthand for the positively
identified group. For example, authors asserted that individuals identified through proxy measures
actually suffer from that mental disorder, and then use that language in the remainder of the paper.
In one document, Shen and Rudzicz used participation in r/Anxiety (a subreddit for anxiety in
general) as a signal to identify the “Anxiety group”:

“we also find lexicons relating to feelings and first person pronouns...represented in
the Anxiety group” [160][p. 63]

Crucially, anxiety is an overloaded term; it can mean an emotional state or short-term experience,
a symptom of other disorders, or the category of anxiety disorders. Therefore, defining participants
as the “Anxiety group” may be misguided for clinical purposes.
We identified similar patterns in individuals with presumed absence of the mental disorder of

interest. Many papers adopted the language of “non-disordered,” to contrast a group of “disordered”
individuals, such as the “non-stressed user.” [115]
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We also saw discourse framing the individual who did not have a mental disorder as “normal”:
“We perform an empirical study...of potentially depressed users against a differential
control group of normal users.” [173][p. 135]

or “neurotypical”:
“Users who attempt to take their life generate tweets at a level higher than neurotypi-
cals” [48][p. 113]

Using language like “normalcy” or “neurotypicality” to describe a lack of a mental disorder
stigmatizes those who have mental disorders by othering them and their experiences [49, 117].
Several guidelines written by both journalists and mental health advocacy groups suggest avoiding
language that paints the individual as just a mental disorder [49, 117].

Overall, this discourse cast the human as active participants within clinical relationships, implying
engagement with clinical partners (“patients,” “the depressed”) or with language that can be
stigmatizing for individuals who suffer from mental disorders.

5.1.2 Human as Social Media. The second discourse we found was social media as the mediating
actor in these relationships. We begin by looking at the term “user,” present in all documents in
our dataset. It most commonly referred to the “user” in relationship to a social media platform like
Twitter: “We extract several features from the activity histories of Twitter users.” [168].

We saw similar patterns around the more generic term “poster” – “this distribution was skewed
by a smaller number of frequent posters” [141], or platform-specific language like “tweeter”:

“this paper proposes to leverage details of social interactions between tweeters and
their following friends” [185][p. 26]

In these contexts, the human was portrayed as an active curator of their social media profiles
who generated data or interacted with others on the platform.

In contrast, we also saw representations framing more passive engagement. Many documents
described the entire collection of social media data as the object of prediction, or the individual
units of engagement, using language like “account,” “profiles,” or “posts”:

“All potential control Twitter accounts were also manually curated.” [122][p. 123]
Many documents used a single positive identification of mental health status on these passive

sources of “post” or the “Tweet,” then scaled it to the human behind the account. In one example, the
authors described how they can detect mental disorders in people and in populations, though they
only use a single post in several mental illness Reddit communities to draw that conclusion about
an individual [77]. A single episode of a behavior or symptom measured through a “post” may not
be not enough information to comprehensively identify mental health status. This post-to-human
proxy transformation was subtly implied throughout the writing, thought rarely explicitly stated.
We saw this pattern consistently throughout the documents – Homan et al. used Twitter “mi-

croblog text” to predict suicide risk, identifying moments for urgent intervention [90]:
“distress is an important risk factor in suicide, one that is observable from microblog
text” [90][p. 108]

However, none of the papers in the corpus substantiated how a single moment of distress (as
measured by a single post) may communicate urgent risk or the presence of a larger disorder. This is
worrisome, given that the vast majority of documents in the corpus that reduce their observations
to single posts rarely contextualized outside of a single unit of observation about an individual.
Finally, we also noticed interesting contextual compression around online communities. Often,

participants in an online community are assumed to have the mental health status of interest. In this
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example, Masuda et al. used the proxy signal of topical community membership as an indication
that someone is suicidal:

“The dependent variable that represents the level of suicide ideation is binary, i.e.,
whether a user belongs to a suicidal community or not.” [121][p. 6]

We find that there is a logical assumption that participation in a community is indicative of
mental health status. However, communities are nuanced venues for participation – individuals have
varying needs and reasons why they engage with communities, some of which may not indicate that
they actually are afflicted by the condition of interest. Often in our corpus, the term “community”
was a labeling tool or mechanism for the disorder of interest, a problematic representation of mental
health status [67].

To summarize, we found the discourse around social media use to both promote active and passive
engagement of the humans. Social media is one insight into well-being and cannot comprehensively
represent individuals’ thoughts and behaviors; thus, examining it requires a necessary compression
of fidelity. However, we found that many papers overcompressed the representation of mental
health status of individuals or communities to a single behavior, message, or post on social media.

5.1.3 Human as Scientific Subject. We move to the third discourse, drawing on perspectives of the
human as a scientific subject. To begin, one popular representation was the human as “participant.”
In some studies, individuals provided researcher access to their social media [136, 148]. For

instance, Guan et al. recruited over 900 participants through recruitment messages on Sina Weibo:
“All participants interested in this survey were asked to log on to the Internet survey system by
their Sina Weibo account.” [81][p. 2]

Scientific language for “participation” has evolved around active consent into research through
ethics boards protections [72]. However, “participant” and the closely related “subject” were not
always used precisely to refer to human research subjects; in fact, several studies used this language
to denote individuals passively gathered from public social media data:

“...[This] evaluation demonstrates that our system can effectively identify potential
subjects who are suffering depression but are unaware of it...” [161][p. 285]

We saw similar confusion with scientific terms like “control,” referring to a group of individuals
juxtaposed against the positively identified group.

“Data...distinguish[es] users with schizophrenia from healthy controls” [23][p. 1]
However, “control” was always juxtaposed against an implied “treatment” position — in ex-

perimental setups, control groups are verified to not have the effect under observation. In many
documents, authors would draw a random sample of users from the rest of the site and use this
as their “control.” Although some studies use screeners with consenting participants to evaluate
this [28, 54, 184], most did not validate their control group.

This mathematically guarantees that the “control” is not a true control group, as it will possess
those who have the mental disorder of interest, given the occurrence rates of mental disorder in
the general population. Coppersmith et al. reflect on the problems of contamination and explain
their language choice for “control,” saying, “...we draw an age- and gender-matched control from a
large pool of random English users.” [48][p. 109]

We saw similar dilution of terms like “population,” which can have scientific meaning as well as
statistical relevance. Often, documents referred to “population” as the whole group of individuals
involved in a study, as Saha et al. do for studying all content from a campus community: “we
proposed computational techniques to assess how the psychological stress of a campus population
changes following an incident of gun violence.” [148][p. 24]
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However, language around “population” can obfuscate whether the authors had the whole
universe of people of interest to the research (e.g., all people who participate in a depression com-
munity) or a sub-population of that group (e.g., 500 people sampled from a depression community).
Chancellor et al. make this confusion with “user population” to refer to a sub-population of users
to evaluate trajectories of anorexia recovery, “after 45.6 months, 50% of the user population have
not recovered.” [38][p. 2116]

In sum, we found that scientific discourse was incorporated into these studies in imprecise ways.
Many studies will borrow terms from the experimental or human subjects literature (“participant,”
“subject,” “control”), implying experimental rigor and human subjects protections that are not
realized through the actual experimental design.

5.1.4 Human as Data/Machine Learning Object. The fourth discourse we identified is the human as
data or ML object, translating the person into a part of an algorithm or machine learning pipeline.

We begin with the word “example.” Here, Benton et al. used “example” to references the mathe-
matical number of data points passed to their algorithm as a key component of their contribution,
“we show how to model tasks with a large number of positive examples to improve the prediction
accuracy of tasks with a small number of positive examples.” [20][p. 153]

Other data terms defined the transformation of human to data object, such as “positive”/“negative”:
“Positive: the tweet content indicates the presence of one of the studied diseases/states
in the person who has written the tweet.” [139][p. 5]

When describing the methods or results, mathematically precise language can carefully identify
what data is incorporated into machine learning algorithms. Some studies are aware of this distinc-
tion and drew attention to it: “Because we did not interact with our subjects and the data is public,
we did not seek institutional review board approval.” [37][p. 1172], but most do not.

However, data discourse was often used ambiguously to describe the contributions of the paper
without describing how the data was ascribed to a person. Some examples referred to changes in
groups of people, or “classes,” despite predicting on individuals:

“for the depression class, we observe considerable decrease in user engagement mea-
sures” [54][p. 133]

These contextualizations can be useful for understanding group behavior, but must be kept in
context to the operative research question of predicting on individuals.

In another example, the authors provided research contributions without referring to individuals:
“data mining of online blogs has the potential to detect meaningful data for depres-
sion studies. The result highlights the potential applicability of machine learning to
psychiatric practice and research.” [131][p. 224]

Finally, the situating language in the sentence highlighted this division of the human to the data:
“our work aims to make timely depression detection via harvesting social media
data” [159][p. 3838]

Rather than collecting or gathering data, the researchers described their process as “harvesting.”
Extreme caremust be taken around proxy language that converts individuals’ social media content

into data for machine learning observations, as it risks objectifying dehumanizing individuals in
these documents. These discursive choices can make invisible individual experiences or imply that
the research is not actually interested in serving the individuals it argues it helps.

5.1.5 Human as Person. The final category of discourse was focused on characteristics and roles of
people. One common term from this category of terms was “individual,” framing the contributions:
“A technique to identify symptoms of depression in individuals from objective information would
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hasten recognition of depression” [168][p. 3187-8]. We also occasionally saw the use of “individual”
in the prediction analysis: “using the same feature set can build a classifier to classify depressed
individuals” [173][p. 128]
We observed similar translational challenges to the social media language with the post-to-

individual proxy, where presence of behaviors in posts are implied to affect the individual. In this
document, the authors built a decision tree to predict suicidal ideation on posts, implied that it
transfers to the individual:

“The tree first splits on the “achieve” category of LIWC, such that if an individual’s
usage rate of achievement-related words exceeds 1.46, that individual is labeled as
nonsuicidal.” [28][p. 5]

Other documents made similar proxy assumptions, arguing that they correctly identified “people”
who are depressed without clinically verified proxy signals and explaining the findings in light of
that: “depressed people sometimes suffer occupational function impairment, which leads to different
mental conditions or behaviors between workday and weekend.” [161][p. 280]
We also saw reference to the roles and demographics of the individuals of interest in the study.

Several studies examined the social media behaviors of “students,” “teenagers,” or “adolescents,”
and used these terms throughout:

“36 high school students (15 males and 21 females, aged between 15 and 17) in Shaanxi
Province, China, participated in the user study.” [185][p. 32]

Another demographic focus was on gender. One instance we saw was use of the term “mother”
to refer exclusively to birth mothers who have postpartum mood changes:

“the total timespan of our dataset is between March 2011 and July 2012, with a total of
36,948 posts from the 376 mothers during the prenatal period” [51][p. 3269]

However, gendered terms were also used imprecisely (“she,” “her”). We saw this, especially in
discussions of eating disorders, e.g., “If she does not recover in 3 years, the probability of remaining
anorexic for another 3 years is 0.39/0.56 = 69.6%” [38][p. 2116]. In this case, the term “she” was used
throughout the paper and “he/him” was never used. Either the authors were using she/her in place
of a pan-gender pronoun, or they were implying that the dataset was composed of women.

In another document, the author collected a dataset of “females” who do not self-report to have
eating disorders as the negative dataset:

“As ED develop predominantly in young females, the effects of demographics can be
further controlled in comparing ED and Younger user” [176][p. 94]

This choice is concerning because the use of gendered or other demographic language coupled
with mental disorders can reproduce stereotypes about who has certain conditions. About a third
of those with eating disorders are male8, and describing eating disorder sufferers as exclusively
female is alienating to men with eating disorders. This could be applied to other mental health
statuses that may perpetuate stereotypes.
In summary, we believe that the use of person-centered discourse in this paper is complex and

may not always be directly tied to the person, involving proxy transformations of data to the person
involved or overgeneralizing who suffers from a specific mental health status.

5.2 Relationships Between Discourses
Previously, we examined each discourse as an independent unit of analysis. Now we explore the
interactions of these patterns within our dataset, as the interplay of these themes reveal larger
trends in the way the representation of the human is constructed.
8https://www.nationaleatingdisorders.org/learn/general-information/research-on-males
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In Figure 1, we show the number of discourses present in papers. All papers have at least three
discourses present, and the majority (46/55) have four or five present in the writing. This indicates
that these discourses are interacting in the majority of the documents.

Fig. 1. Counts of Discourses Present in Documents

To explore these relationships, we identified
documents that had high discursive coherence,
where one or two discourses were dominant
and others were used sparingly. Very few pa-
pers had strong discursive coherence.
One document with high discursive coher-

ence was De Choudhury et al. [51], who in-
vestigated extreme emotional and behavioral
changes to indicate risk for postpartum depres-
sion. The preferred term for the human was
“mother,” even in the data analysis, results, and
methods:

“...for the volume measure, moth-
ers in the extreme change class
(C1), exhibit median change of -
0.88 postpartum, indicating an 88%

drop in posts per day...” [51][p. 3271]
Another example was Reece et al. who consistently referred to humans with Scientific and Person-

Centered discourse [141]. They used “participants,” “individuals,” or “observations” throughout:
“For the depression study, we analyzed 74,990 daily observations (23,541 depressed)
from 204 individuals (105 depressed).” [141][p. 5]

Jamil et al. also had strongly consistent discourse patterns throughout the paper, though they
used the terms “user” and “at-risk” to refer to humans in the dataset at risk of depression:

“we trained a user-level classifier that can detect at-risk users that achieves a reasonable
precision and recall.” [101][p. 32]

Despite the variety in what discourses were the most prominent, we noticed that papers with
high discursive coherence had increased attention to the individuals involved. This was signaled
in the documents by details of data collection and ethics board approval (or lack thereof), ethics
and privacy considerations, more detailed Introductions and Discussions, and potential negative
consequences of this work.
However, for the majority of the corpus (46/55), most documents use four or five of the five

discourses throughout the document. In one example, the authors moved between Clinical, Social
Media, Data, and Scientific language in a single sentence, describing the impacts of their work:

“While we used all users posting on mental health subreddits, only a subset of authors
appears in the control dataset (around 9% of the users; 32,280 appear in the non mental
health subreddits and 348,040 appear in the mental health subreddits)” [77][p. 6]

Other documents displayed increasingly complex and confusing representations of the human at
the sentence level: “Data from disclosures deemed true were used to build a classifier aiming to
distinguish users with schizophrenia from healthy controls.” [23][p. 1]
Here, the individuals identified to have schizophrenia were represented as the generic “users,”

though those that do not were considered “healthy controls”; the reason for these distinctions of
the individuals is unclear. These differences make it difficult to follow the sources of data within
the paper, and could imply a difference in the sampling strategies for different groups.
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More commonly, however, was a distinction between the framing of the individuals involved in the
data process and the intended beneficiaries of the research. These documents framed beneficiaries in
the Introduction and Discussion sections as “sufferers” or “individuals,” indicating broader societal
impacts with more humanizing language.
As an extended example of these patterns, the authors of [176] described how their approach

may identify individuals who suffer from eating disorders and improve monitoring and detection.
In the Introduction section, they use Person-centric language:

“We sample individuals who self-identify as ED-ed in their profile descriptions on
Twitter...thereby providing guidance to develop effective interventions not only for
individuals but for large groups.” [176] (Introduction)[p. 92]

However, the paper shifted to describing the data, methods, and results oriented around the most
dominantly used term, “users” and data-oriented language (“sample,” “dataset”):

“We first present three types of measures to characterize differences between ED-ed
and non-ED-ed users on Twitter” [176] (User Characterization)[p. 94]

In these examples, we find there is a malleability of roles when many terms are used to describe
humans, as their roles changed based on the implied needs of the researcher. These shifts in
documents with low discursive coherence subtly constructed the relationship of the researcher to
the individuals, treating the individual as a flexible component of the research agenda.
Our findings reveal the importance of discursive framing for building the representations of

the human within HCML. Using techniques from discourse analysis, we identified five discourses
in our corpus: Patient/Disorder, Social Media, Scientific, Data/ML, and Person, as well as novel
interactions between these discourses in constructing this representation. These discourses reveal
numerous gaps, inconsistencies, and potential harms that we explain in the next section.

6 DISCUSSION
From the 164 distinct terms in our analysis, five dominant discourses appeared. The benefits that
this research can provide for humans is articulated in these papers’ Introductions and Discussions,
using Person-centered discourse around “people” and “individuals.” However, the technical portions
of many papers refer to these humans as data objects (“sample,” “positive”/“negative”), as well
as with language that confers diagnostic authority within these models by calling individuals
“patients.” Terms and meanings frequently meshed together, even at the sentence level, and different
discourses competed throughout the documents.

Our research surfaces a unique paradox within HCML of placing the individuals and communities
involved inmultiple, paradoxical positions that risk dehumanization. Next, we explain these findings
in light of theory and how our case study of HCML provides unique insights into consequences of
a human-centered research paradigm.

6.1 Contextualizing the Findings of this Work
In our case study of HCML, the documents function at several interdisciplinary intersections:
health, machine learning/prediction, social computing, and data science. We suggest that these
documents likely act as “boundary objects” [82, 165], negotiating the tensions among the “social
worlds” of different disciplines that participate in this research. In each of these disciplines, the
same words – e.g., data, model, sample – may have different meanings. Star and Griesemer argue
that actors must “reconcile these meanings if they wish to cooperate” [165][p. 388]. We interpret
the shifting, varied, and inconsistent discourses as evidence of attempts at reconciliation. As a
virtue of being a boundary object, these negotiations result in translations [34, 110], or explaining
their understandings in one field to others and outsiders. These translations often represent the
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necessary ontological abstractions needed to transform nuanced behavior into other domains [34],
such as rigid computational structures represented by databases, regression models, and neural
networks [30]. Given the areas involved, it is not surprising that the discourses construct the human
according to practices within these disciplines.
However, translations come with risks. Here, a prominent risk is inadvertently dehumanizing

individuals. Haslam describes dehumanization as, among other things, “an abstract and deindi-
viduated view of others that indicates an implicit horizontal separation from self, and a tendency
to explain the other’s behavior in nonintentional, causal terms” [85][p. 262]. In our case study of
HCML, the discourses used in the literature construct the subjective, complex human subject related
to mental health as a data point for machine analysis, modeling, and diagnosis. At the extreme, we
noted the use of terms such as “harvesting,” “exploiting,” or “extracting” information from a human,
aligning with the kind of abstract, deindividuated view that Haslam describes. Similarly, the kinds
of mathematical and computational techniques used for prediction often arrive at “nonintentional,
causal” explanations for an individual’s mental (health) state.

Related areas to HCML have identified potential consequences of such abstractions and simplifi-
cations. In FAT, for instance, researchers have warned of the overemphasis of abstractions of social
complexity for mathematical aims [158]. In HCI, scholars argue that simplifications and proxy lan-
guage have emerged that may elide certain complexities of the “user” experience [13, 15, 44, 109, 151].
And in health more broadly, such concerns have emerged as a shift from disease-centered medicine
that diminishes patient agency to advocating for patient-centered care [18, 66].

From our case study, we argue that HCML uniquely risks dehumanizing individuals because of
the paradoxical contrast of its human-centered commitments and the ways of knowing in AI and
machine learning [32]. Human-centeredness explicitly calls for those who design technology to
put the human at the center of their concerns [8, 105]. This recentering invokes the Foucauldian
“subject” who has agency and power within relationships between actors [15, 74]. However, machine
learning and the areas it draws on (i.e., statistics, computer science, optimization research) view “the
topic of study as an object” [27][p. 375]. The mathematical and computational techniques used for
prediction often arrive at detached and causal explanations for an individual’s mental health state.
Our findings surface this distinction because the topic of study is both the individual (as subject)
and the abstracted model/data point (as object), fundamentally at epistemological odds with each
other. By “objectifying” the human for translations, this detachment separates researcher from the
self, the inherently human focus identified by Haslam, and therefore risks dehumanization [85].

6.2 What Are the Consequences?
Our analysis reveals that this body of research risks dehumanizing the humans involved in HCML.
For mental health, this tension surfaces in part because the person and the mental disorder – literally
tied to their physical body – is the self-stated interest and empathetic goal of the researchers. To be
clear, we do not believe the researchers conducting this work are intentionally dehumanizing the
humans involved in this research. It is apparent from the humanistic and Person-centered discourse
mentioned in these papers’ Introductions that they are motivated by benefiting patients and people.
We suggest that, in trying to perform the difficult translational work necessary to conduct this
particular kind of interdisciplinary research (i.e., HCML), the discourses that emerge in these papers
end up inadvertently dehumanizing an already vulnerable group the work was intended to help.
Inconsistent representations of the human have practical consequences for both the research

and the individuals involved. Just as discourse constructs notions of agency and power [74, 75]
and influence lay opinions with downstream impacts on policy [132], these representations imply
responsibilities, ethical decisions, privacy protections, and other obligations researchers have to
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the humans represented within their datasets. Below, we discuss potential risks and consequences
emerging from these inconsistent and sometimes inaccurate descriptions.

6.2.1 Scientific and Collaborative Consequences. Disciplinary knowledge manifests in narrative
framings and specialized language through dissemination processes, like publications [10, 11].
Authors have an incentive to match the styles and practices in a venue to get published. We argue
that venue fragmentation within this area may lead to inconsistent scientific and collaborative
standards – 30 venues were represented in our final dataset across a wide variety of subfields
(e.g., HCI, health informatics, NLP, and AI). Reviewers may not know how to navigate different
topic areas; there are few reviewers who are experts in mental health, social media, and machine
learning at the same time, and also can review for all venues of interest.
What are some outcomes of these papers operating as boundary objects? First, these practices

jeopardize reproducibility, a core value of much empirical research. Describing the representations
of the human with shifting and poorly explicated terms can make it challenging to understand key
questions for study design, such as inclusions and omissions of data. During our close readings, we
struggled to understand the source of data based on shifting language in some documents. This re-
lates to recent concerns around establishing construct validity of “proxy” signals to measure mental
health [67]. Are we, through our reporting practices, ensuring that future work can appropriately
measure the phenomenon of interest?
When discourses compete in these documents, framings may not explicitly establish when to

adopt certain concepts. Take the example of patient: doctors have expectations for a “patient,” who
is an individual receiving treatment and under the care of a trained health professional. When used
in a medical science paper, “patient” serves as a boundary maintenance mechanism [172]. However,
similar translations of “patient” into HCML (when the concerned individuals do notmeet themedical
definition of a patient) can make the work difficult for outsiders to understand. Furthermore, these
translations will likely be incorrect for downstream application into real-world technologies and
treatment paradigms. These shifting concepts impact interdisciplinary collaboration, a critical
component to mental health prediction and HCML in general.

Finally, complications can arise when “users” or other terms are a stand-in for a broader group
of individuals, such as those suffering from depression. When algorithms detect depression in
people who use Twitter (hence “user”), the approach may only be applicable to this group, not to
non-users of Twitter [15]. Imprecise language describing users to be all individuals with depression
can harm reproducibility, especially when these approaches imply transferability across disciplines
and into practice (e.g., algorithms built on Twitter users deployed among clinical patients at large).
We envision this issue emerging in other areas of HCML, where stakeholders may anticipate
generalizability of HCML “solutions” to practice that are not correctly described in the papers.

6.2.2 Consequences to Health and Communities. The representations we identify in our Findings
risk diminishing the importance of the context of health and related communities. Context is a key
attribute within systems and interaction design, described by Dourish as emergent, everyday, and
essential [63]. By translating away from the complexities of experiences in this dataset for a more
compact or compressed mathematical representation, HCML will lose fidelity in the experiences of
those struggling with mental health. What could be the consequences of this loss of context?

Consequences to Mental Health: Algorithmic representations and abstractions necessarily
compress the complexity of mental illness and well-being; although necessary for generalizing,
this can cause downstream impacts on understanding the unique experiences and symptomatology
of mental illness. When researchers use binary classification, this reduces mental health status to
two corresponding machine learning classes “positive”/“negative” and the corresponding Disorder-
focused “suffering”/“not suffering” can erase subtleties around the spectrum of mental illness
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severity and co-morbid diagnoses [36]. We find additional evidence of this in our findings through
the focus on “posts” as singular moments of distress, where it is not clear that a post is enough
context to evaluate and determine risk.

By abstracting away from complexities around diagnosis, we may diminish the predictive power
and application of these technologies to clinical scenarios. Patient-centered turns in medicine have
sought to bring more experiential, contextual, and personal information to the process of providing
medical care [18, 181]. Feuston and Piper highlighted this recently, focusing on how “small stories”
of mental health expressed through social media contextualized individuals’ experiences [69].
Through the necessity of creating blunt abstractions, research may oversimplify the experiences of
mental illness as more than just posts or diagnostic status.

Consequences to Online Health Communities: These translations complicate the role of
online communities in driving conversations on mental health. The benefits of online commu-
nity participation for mental health are well-documented — they provide support and belonging,
empowerment in light of stigma, and gateways to knowledge and better health [22, 96, 130].

The goals and practices of the community may not necessarily align with the goals of the HCML
researcher, as data is translated out of the context it may not have been envisioned or desired
to be used for [95, 124]. This relates to Nissenbaum’s notion of contextual integrity [133], where
expectations of privacy are necessarily situated in the context which information is shared. In
taking this data for alternative purposes, research may distort reasonable expectations of privacy
and acceptable behavior in these communities, overstepping moral boundaries with these commu-
nities [36]. On the other hand, overindexing to a focus on the community by researchers can be
burdensome for the community of interest, and may also cause harm in publication by deanonymiz-
ing or identifying individuals and communities, making them a potential target. Without engaging
the context of each community, it is difficult to know how to frame the role of the community in
understanding mental health discussions.

Overall, we worry this work could be disempowering for the individuals and communities whose
data is used for this research. This is in part because there is little relationship between them and
HCML researchers and little reflection on how HCML work may legitimately lead to empower-
ment [155]. A human-centered paradigm should give agency to individuals and communities who
technology is designed for by involving their perspective [105] – but in what ways should this
occur in HCML? What are best practices for promoting empowerment for communities [155]? It is
an open question how this should be conducted given the risks and balances above, especially as
the data from these communities is transformed for secondary and often unexpected purposes.

6.2.3 Consequences to Individuals. Discourse can diminish as well as promote the validity of
identities of vulnerable populations [33, 64, 129], and can even reproduce sexist gender roles [120].
Drawing on these insights, we highlight some potential consequences directed at individuals as a
result of the representations of the human.
Increasing Stigma: Discourse can contribute to stigma, an attribute that makes an individual
undesirable, tainted, or socially unworthy [4, 78]. Stigma has very dangerous consequences for those
who suffer from mental disorders, such as causing delays in, non-compliance with, or unwillingness
to participate in treatment [49], diminished social support [146], and decreased self-esteem and
self-efficacy [146]. For other stigmatized identities, physical/tangible harms of stigma exist [86, 117].
We noticed the use of highly stigmatizing language choices. Some discourse compared those

suffering from mental disorders to “normal,” “regular,” or “neurotypical” people. We were also
concerned by discourse around sufferers, as language like this erases a person’s complex identity
– a person who suffers from schizophrenia – and replaces it with their mental disorder as the
operative portion of their being – a “schizophrenic.” These examples run counter to research and
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journalistic/reporting guidelines on how to discuss mental disorders without promoting stigma [79,
152]. In particular, mental health advocates have moved away from using the term “neurotypical” or
“normal” in favor of acknowledging individuals where they are [42]. We worry that discourse likely
stigmatizes these identities and risks harming individuals in datasets that we as researchers intend to
help. Furthermore, when outside audiences engage with this work, such as non-computer scientists,
lay people, and journalists, these confusing representations can propagate outside of scholarly
engagement and perpetuate standards within larger, publicly held conceptualizations [120].
Risking Dehumanization: The implications of research are decidedly human-centered – many
documents celebrate impacts for monitoring, intervention efforts, and fundamental shifts in how we
diagnose and treat mental disorders. Yet, our discourse analysis points to other forms of engagement
with people as discursive objects. At the extreme, humans become the literal objects in social media:
“accounts” or “blogs,” and the data objects themselves, “positive/negative” and “samples,” “extracted”
or “harvested” for value.
What are the risks of depersonalization and dehumanization? As D’Ignazio and Klein contend,

“Without the ability of individuals and communities to shape the terms of their own data collection,
their bodies can be mined and their data can be extracted far too easily – and done so by powerful
institutions who rarely have their best interests at heart.” [59] Dehumanizing data can lead to
researcher negligence, ignoring risks in algorithmic design and practice because the humans have
been, in Haslam’s terms, made “psychologically distant” [85]. These algorithmic harms have been
recognized in other areas [103], and similar harms may occur in part due to this research.

Dehumanization clouds the responsibilities and ethical priorities of researchers. When the human
is translated into abstracted representations, it may be easier to justify certain ethical or methods
decisions. These risks could include revealing personal or private data, failing to deanonymize
quotes [6], releasing datasets that were unethically gathered [142], and conducting experiments
on individuals without their consent [107]. It is not only in this case study that such concerns
have been articulated—we see such tensions emerge in critical data studies, which has challenged
conceptualizing who the human research subject is in social media scenarios [123, 187] and how
researchers interpret their own responsibilities [174].

Outside of these impacts, powerful actors with conflicting interests could cause harm to individ-
uals. We worry that algorithms will reproduce discriminatory outcomes that perpetuate societal
injustice towards those least able to counter the harmful effects of algorithmic inference [9, 134].
For mental health, this may mean discriminatory outcomes for those already struggling with a
stigmatized illness. By depersonalizing and dehumanizing the individuals in HCML, CS researchers
may develop systems that do not meet people’s needs and desires, and may reproduce socially
unjust and undesirable outcomes.

6.3 Implications and Guidelines for HCML
Our work provides an opportunity to reflect on practices in a specific case of HCML early in its
history. Explicit focus on the practices within fields has been valuable to identify methodological
problems and trends [67, 112], and redirecting towards more productive practices [17, 56].
In light of our findings, one may assume that there is a “correct” discourse to discuss these

representations, and that by simply solving language, we will therefore avoid these consequences.
This proposition is alluring, since it provides a simple and elegant solution to avoid the risks
we identify above. However, directing deliberate language use is reductionist and dangerous for
advocatingmeaningful engagement with these issues. It reduces a complex discursive representation
to a checklist, an approach eschewed by ethicists who encourage researchers to adopt “ethics as a
value” and process [35]. Rigid rules can segment and “bureaucratize” knowledge to only certain
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stakeholders, in this case, to CSCW and HCI [111], running counter to a human-centered agenda.
It may make adoption more difficult in other disciplines, as such a set of rules may feel as if other
disciplines are left out [27].
We also do not want to suggest that ML and related computational approaches should be

avoided and abandoned entirely. This is also reductionist, as abstraction through representation
in mathematics is an important tool within scientific research. Our goals are to envision ways
that HCML could work to recenter the human through its practices and make its commitment
to humans clear [8]. We are cautiously optimistic that HCML can be more correctly oriented
to humanistic representations within its research and align towards a stronger human-centered
agenda. Our optimism is inspired by recent self-criticisms from practitioners within ML around
similarly challenging problems [73, 92, 118, 158].

In this spirit, rather than advocate for rigid rules prescribed to others or an outright dismissal of
the field, we offer a beginning set of guidelines informed by our findings for HCML. These guidelines
are informed in part by our case study here and recent discussion around these issues [1, 145]. We
intend that these guidelines start a conversation around these representations within HCML and
the values of the community, rather than a prescribed “one-size-fits-all” solution to solve these
challenging issues of representation.
Committing to Reproducibility in Descriptions. Given the challenges of interdisciplinarity
and the risks to scientific practice we identify above, researchers and practitioners must be vigilant
in their reporting practices within HCML.
This involves making it abundantly clear what proxy language is chosen and how it is opera-

tionalized, crucial to communicating the work to HCML’s wide interdisciplinary audiences. One
strong example of proxy language came from our corpus, where the authors identify how they
refer to individuals: “The website collected the responses to a questionnaire to evaluate the degree
of depression of the Twitter users who participated (hereinafter, the participants) and to collect the
histories of participants activities on Twitter” [168][p. 3189]. Explicit proxy language may also
make explicit how the transformations of data produced by individuals is being incorporated into
the analysis. In another strong example of clear language, proxy language explains the machine
learning transformations: “each post thus gave rise to a vector consisting of 93 input attributes and
1 label, or output attribute. The collection of all of these 459 vectors makes up the training data
for our machine learning approach”. [164][p. 509]. These examples demonstrate one approach to
explicating the transformations of individuals into data to diminish objectification.
Another practice for reproducibility is that transitions between sections that necessitate proxy

language need to be handled with care. This prevents necessary language for ML and data preci-
sion from propagating to the rest of the paper and potentially dehumanizing individuals. Good
proxy representations make meaning explicit for researchers inside and outside the domain of
publication, as well as to non-academic professionals interested in applying these findings. These
practices and standards for reproducibility are not just the responsibility of the authors – reviewers
and disciplinary communities reviewing HCML research can advocate for higher reproducibility
standards and methods reporting within the community.
Collaborate with Interdisciplinary Experts to Build a “Shared Vocabulary.” argues that
“interdisciplinary projects must allocate time to the development of shared vocabularies and
understandings”[27][p. 371]. To resolve this, we encourage researchers to partner with domain
experts through project collaborations. For our case study, key domain experts may be in-practice
clinicians, medical doctors and researchers, or social workers with expertise in mental health. These
partnerships are essential in bringing deep knowledge from other fields to computational research,
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as well as experiences that will shape a more focused and human-centered agenda. We imagine
partnerships like these as a crucial component of HCML research more broadly.

We also advocate for interdisciplinary workshops and shared spaces to develop community-wide
shared understandings for this field. These interdisciplinary workshops are beginning to appear,
and we are hopeful that future work between researchers from ML, HCI, NLP and other areas can
come together with domain experts outside of CS to work on these problems. We also hope that
shared workshops and collaborative opportunities may additionally iterate on our guidelines here
and refine an agenda for HCML situated between disciplines larger than just CS [1].
BeMindful of Risky PracticesWithin Research. Language provides insights into the practices
and relationships within society [74, 75], and we use this opportunity to reflect on what the
discourse in these papers may indicate about practices behind HCML.
We encourage researchers to be mindful of practices within their work that may be harmful

to individuals. Related directly to our findings, stigmatizing language harms people and com-
munities [49, 117], and we generally advocate against its use. Journalistic outlets and non-profit
organizations have created detailed standards on language that avoids reproducing or increasing
stigma [79, 152]. These best practices in for language in mental health complement other topical
examples of vulnerable or historically marginalized population that are of interest to HCML.

We also encourage practitioners to examine the entire research process to identify opportunities
for engagement with representations of the human in practice. Our analysis shows that these
risks could often happen through the abstraction steps necessary for data analysis. In addition to
happening through language, these harms may happen through other kinds of methods decisions,
such as automatic gender recognition technologies that erase non-binary identities [103] or poor
performance of language analysis on women and minorities [24]. We worry about data collection
and reporting practices in papers that may expose information about people around sensitive and
stigmatizing life experiences [6]. These questions of harm to the individuals should be adopted and
navigated throughout the whole research process. Although some of these commitments exist out
of examining language and discourse directly, we argue that better practices throughout the HCML
research process will encourage better representations.
Put the Human Back into HCML. Human-centered methods will direct better engagement
with these communities, and determine the appropriate modes of representation. These include
participatory approaches [14], interviews and field studies, and collaborations with those who best
know the topic domain. We envision collaborative opportunities for HCML to work alongside these
participatory approaches to understand individuals’ behaviors, aspirations, and goals – providing
insight into the context lost through mathematical translations. These partnerships can also be key
to understanding how HCML can be used to provide agency, power, and empowerment back to the
communities in scientifically responsible ways.

It is important to recognize that engagement with these guidelines is only one portion of a larger
paradigm of human-centered research. Following these steps does not guarantee that a researcher
or a project is “human-centered” and therefore safe to conduct or publish, nor do they absolve the
researcher of representational issues or harms caused by algorithms. Further, our guidelines are
inspired by and contribute to a holistic argument for human-centeredness within this research.
Human-centered machine learning is more than just an approach to AI, ML, or other disciplines
that brings “humans in the loop” or solely offer methods innovations. Human-centeredness is a
deliberate refocus on the needs of humans, communities, and society and identifying the appropriate
tools to solve problems [8, 105]. Commitment to this process is difficult – it involves collaborations
with stakeholders and domain experts, an investment in the needs and goals of a particular problem
domain, and then (potentially) engineering a solution that brings these people along as equitable
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partners. In fact, by following these approaches, these processes may reveal that an HCML solution
is not appropriate or desirable for a problem domain [16, 158].
In sum, we strongly advocate for HCML researchers to consider these approaches, in part to

avoid the risks of “big data hubris” [112], as well as to do right by the communities and individuals
our work claims to help.

7 CONCLUSION
In this paper, we conduct a discourse analysis to understand the practices of representation within
human-centeredmachine learning (HCML).We identify a dataset of 55 interdisciplinary papers from
the case of predicting mental health status on social media data. Our results suggest that competing
discourses interact throughout to conceptualize and give agency to the humans within this dataset.
Our findings show how these five discourses create paradoxical subject and object representations
of the human, which may inadvertently risk dehumanization. We have demonstrated how these
competing discourses cause harms to scientific rigor and reproducibility, to understanding context
in mental health and online communities, and to the individuals who are the beneficiaries of these
analyses. We look forward to similar analyses and reflections on other cases within HCML, and we
are excited for future work from these perspectives as well as interdisciplinary critique.
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A APPENDIX
A summary of the process is in a PRISMA diagram (Figure 2).
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Fig. 2. PRISMA Diagram of our paper corpus collection and compilation approach.
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A.1 Venue and Keyword Selection
Venues.We selected 41 English language venues, given the constraints of the authors in under-
standing English. This includes CS conference proceedings across human computer interaction
(e.g., CHI), social computing (CSCW), health informatics (DH), machine learning (NIPS/NeurIPS),
computer vision (ECCV), artificial intelligence (AAAI), and natural language processing (ACL).
We also include journals for general interest research (Nature, Science), medicine and medical
informatics (Bmj), health and internet research (JMIR), and data science (EPJ Data Science). This
includes venues across professional societies (ACM, IEEE), the Association for Computational Lin-
guistics (ACL), independent conferences (NeurIPS/NIPS, AMIA), and journals. These are displayed
in Table 3.

Keywords.We experimented with other social networks (e.g., Reddit, Sina Weibo), but found
that these keywords added no additional coverage.

A.2 Iteration Process Details
We identified 519 candidates; after deduplication, this produced 253 unique papers. After filtering
for date, year, and archive status, there were 200 left. After screening the title and abstract and
deduplicating these citations against our 44 entries, there were 20 unique papers. Finally, after a
full paper screen, we identified 11 new papers for analysis.
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Table 3. Our venues to identify documents related to mental health and social media research

Topic Area of Interest Conferences and Journals
General Interest Science, Nature, PLoS One, PNAS
Data Science and Data Mining KDD, WebSci, WSDM, HT, WWW, MM, TOKDD,

TWEB, EPJ Data Science
Health, Medicine, & Health Informatics JAMA, DH, AMIA, PervasiveHealth, bmj, JMIR, JMIR

Mental Health
HCI and Social Computing CHI, CSCW/ PACM HCI, GROUP, ASONAM, SocInfo,

TOCHI, ICHI
Natural Language Processing ACL, EACL, NAACL, EMNLP, CLPsych
Machine Learning & Computer Vision NIPS/NeurIPS, CVPR, ECCV, ICML, ICCV
Artificial Intelligence AAAI, IJCAI
Other ICWSM, UbiComp/IMWUT

A.3 List of Papers in Corpora

Authors Year, Citation Mental Illness Status
Facebook

De Choudhury et al 2014 [53] Post-partum depression
Park et al 2013 [136] Depression
Schwartz et al 2014 [156] Degree of depression

Instagram
Chancellor et al 2016 [37] Mental illness severity
Reece and Danforth 2017 [140] Depression
Zhou, Zhan, and Luo
2017 [186]

Depression; eating disorders

Sina Weibo
Cheng et al 2017 [41] 5 risk factors for suicidality - suicide probability; Weibo suicide communi-

cation; depression; anxiety; stress levels
Guan et al 2015 [81] High suicide risk
Huang et al 2015 [93] Suicidal ideation
Huang et al 2014 [94] Suicidal ideation
Lin et al 2014 [115] Stressed
Lin et al 2016 [116] Stressed; stress item (What is causing stress)
Wang et al 2013 [177] Depression
Zhang et al 2015 [184] Suicide risk score (SPS value)
Zhao, Jia, and Feng 2015 [185] Stress

Reddit
De Choudhury et al 2016‘[55] Suicidal ideation
Gkotsis et al 2017 [77] Bipolar disorder; borderline personality disorder; schizophrenia; anxiety;

depression; self harm; suicide crisis
Saha and De Choudhury
2017 [148]

High or low stress

Shen and Rudzicz 2017 [160] Anxiety
Tumblr

Chancellor, Mitra, and De
Choudhury 2016 [38]

Recovery from anorexia

De Choudhury 2015 [50] Anorexia content; Anorexia versus in-recovery
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Simms et al 2017 [164] Cognitive distortions
Twitter

Benton, Mitchell, and Hovy
2017 [19]

Non-neurotypical; anxiety; depression; suicide; eating disorder; panic at-
tack; schizophrenia; bipolar disorder; post-traumatic stress disorder

Birnbaum et al 2017 [23] Schizophrenia
Braithwaite et al 2016 [28] Suicidal communication
Burnap, Colombo, and Scour-
field 2015 [31]

Suidical vs 5 other classes about suicide-related communication

Coppersmith, Dredze, and Har-
man 2014 [45]

Bipolar disorder; depression; post-traumatic stress disorder; seasonal affec-
tive disorder

Coppersmith et al 2015 [46] Anxiety; bipolar disorder; borderline personality disorder; depression; eat-
ing disorder; obssesive compulsive disorder; post-traumatic stress disorder;
schizophrenia; seasonal affective disorder

Coppersmith, Harman, and
Dredze 2014 [47]

Post-traumatic stress disorder

Coppersmith et al 2016 [48] Suicide Attempts
De Choudhury, Counts, and
Horvitz 2013 [51]

Post-partum changes

De Choudhury, Counts, and
Horvitz 2013 [52]

Depression

De Choudhury et al 2013 [54] Depression
Homan et al 2014 [90] Distress (related to suicide)
Jamil et al 2017 [101] Depression (both user and tweet level)
Loveys et al 2017 [119] Anxiety; eating disorder; schizophrenia; suicide attempt; panic attacks
McManus et al 2015 [122] Schizophrenia
Mitchell, Hollingshead, and
Coppersmith 2015 [125]

Schizophrenia

O’Dea et al 2015 [135] Suicide
Preotiuc-Pietro et al 2015 [138] Depression; post-traumatic stress disorder
Prieto et al 2014 [139] Depression; eating disorders
Reece et al 2017 [141] Depression; post-traumatic stress disorder
Resnik et al 2015 [143] Depression
Saha et al 2017 [147] High or low mood instability
Saravia et al 2016 [150] Bipolar disorder; borderline personality disorders
Shen et al 2017 [159] Depressed
Tsugawa et al 2015 [168] Depression
Tsugawa et al 2013 [169] Depression score (Zung Self-rating)
Vedula and Parthasarathy
2017 [173]

Depression

Wang et al 2017 [176] Eating disorders
Other SNS

Nakamura et al 2014 [128] Depressive symptoms [TOBYO Toshoshitsu]
Nguyen et al 2014 [131] Depression [LiveJournal]
Wang et al 2017 [178] Self-harm [Flickr]
Shen et al 2013 [161] Depressed vs. sad [PTT (Taiwanese Bulletin Board System)]
Masuda, Kurahashi, and Onari
2013 [121]

Suicide Ideation [mixi (Japanese social network)]
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