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ABSTRACT 
Mental health discussions on public forums infuence the percep-
tions of people. Negative consequences may result from hostile and 
“othering” portrayals of people with mental disorders. Adopting 
the lens of Moral Foundation Theory (MFT), we study framings 
of mental health discourse on Twitter and News, and how moral 
underpinnings abate or exacerbate stigma. We adopted a large lan-
guage model based representation framework to score 13,277,115 
public tweets and 21,167 news articles against MFT’s fve founda-
tions. We found discussions on Twitter to demonstrate compassion, 
justice and equity-centered moral values for those sufering from 
mental illness, in contrast to those on News. That said, stigmatized 
discussions appeared on both Twitter and News, with news articles 
being more stigmatizing than tweets. We discuss implications for 
public health authorities to refne measures for safe reporting of 
mental health, and for social media platforms to design afordances 
that enable empathetic discourse. 
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1 INTRODUCTION 
Mass media impacts the thinking, behavior, and emotions of the 
general population: Bandura [6] noted media to “serve as socializing 
agents that aid in construction and perpetuation of perceptions and 
learned behaviors.” When it comes to mental health, in the absence 
of actual experience with people with mental illness, individuals 
have been known to often rely on print media (newspapers, journals, 
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or magazines), television shows, and flms as important sources 
of information about mental health [91]. In recent years, with the 
proliferation of social media use, people have been using social 
media to self-disclose, seek support, raise awareness about mental 
health, and combat stigma [25, 102]. 

The widespread prevalence of mental health discussions on so-
cial media platforms and news media implies that they are not 
only refecting public attitudes and values, but also increasingly 
shaping societal perceptions in the public sphere. For instance, 
prior research has found that ‘frames’ of mental illness not only 
inform the public what to think about, but how to think about it 
[57] – a concept derived from the sociological notion of ‘Framing’ 
[33]. Consequently, negative framings of mental health may create 
misperceptions, myths, and hostile attitudes toward those with 
mental illness and their caregivers. In turn, this can have negative 
consequences for people with mental illness, a group that already 
experiences widespread human rights violations, social disadvan-
tages, and systemic inequities. Consequently, facing potential or 
real discrimination in employment, education, and healthcare, cou-
pled with the fear of being labeled ‘mentally-ill’, individuals with 
mental health challenges may avoid self-disclosure or seeking help 
and treatment [144]. In contrast, positive framings may infuence 
the development and cultivation of benevolent views, reduce stigma, 
and contribute to a change in public attitudes. This is especially 
important given growing support for policies that seek to shift the 
mental healthcare model from institutionalization of suferers to a 
community care approach [147]. 

Given the signifcance of understanding media framing of men-
tal health, researchers from many felds, such as communication, 
journalism, and public health have studied the topic over the years. 
This research has discovered that, unfortunately, in news media, 
journalists often adopt a stigmatizing frame in reference to mental 
illness by associating it with violent criminal behavior [23, 143]; 
other times they adopt an overly sensational framing to increase 
readership [131]. It is also less likely for news stories to present 
information on medical breakthroughs or personal victory accounts 
on mental illnesses [23]. Although nascent, some social computing 
research has observed similar problematic (e.g., fippant or mock-
ing) framings on social media as well [71, 115]. These research have 
revealed overly insensitive or brutish allusions of mental health in 
news and social media, however, to our knowledge, the underlying 
moral values in these descriptions have not been explored. 

Morality has shaped how we extend mental healthcare for sev-
eral decades [98]. Hence, understanding framings of mental health 
in public discourse through the lens of underlying moral values 
can shine a light on the roots of specifc framings, explain which 
moral arguments may carry weight with certain consumers, and 
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how specifc moral positions may have diferential impact. Addi-
tionally, Kleinman and Hall-Cliford [75] emphasized a need to un-
derstand how the moral standing of individuals and groups impacts 
the transmission of stigma associated with a phenomenon. Corri-
gan and Penn [22] said that “in terms of mental illness, stigmas 
represent invalidating and poorly justifed knowledge structures 
that lead to discrimination.” There is a need to recognize how so-
cial and cultural experiences, portrayed via moral values, create 
stigma, since stigma is a social, interpretive, or cultural process [75]. 
They further suggested that by “focusing on how local values en-
acted in people’s lives afect stigma, we will be able to create more 
efective and measureable anti-stigma interventions.” Thus look-
ing at stigma via the lens of moral experience, or what is most 
at stake for actors in a local social world, Yang et al. [153] said 
that it could “[provide] a new interpretive lens by which to un-
derstand the behaviors of both the stigmatized and stigmatizers, 
for it allows an examination of both as living with regard to what 
really matters and what is threatened.” In essence, with knowl-
edge of the moral framings of mental health, it may be possible to 
craft measures that reduce the negative portrayal of mental disor-
ders, allowing individuals to disclose and seek help without fear 
and shame. 

In this paper, we explore the framings of mental health dis-
course in social media and news via the lens of the Moral Foun-
dation Theory [60]. The theory was proposed by a group of so-
cial and cultural psychologists to study how notions of moral-
ity vary across individuals, relationships, institutions, or cultures. 
The theory consists of fve foundations represented via virtue-vice 
facets: Care/Harm, Fairness/Cheating, Loyalty/Betrayal, Author-
ity/Subversion, and Sanctity/Degradation, that extend the ‘three 
ethics’ (autonomy, community, divinity) used to describe moral-
ity [124]. Additionally, following [75], we investigate the relation-
ship between internal attitudes (or moral frames) and negative 
perceptions (or stigma) associated with mental health discourse, 
i.e., which virtue or vice facets of the fve foundations relate to 
mental health stigma. Focusing on two forms of public mental 
health discourse – Twitter and News – we address three research 
questions: 

RQ1: What are the moral foundation framings of mental health 
discussions on Twitter and News? 

RQ2: How stigmatized are these discussions? 
RQ3: How do moral foundations and stigma relate to each 

other in these two types of mental health discourse? 

To answer these research questions, we collected data from Twit-
ter and various news sources using 30 pre-defned, expert-curated 
mental health related keywords. In total we worked with 13,277,115 
public tweets and 21,167 public news articles on mental health, all 
of which were shared/published in concurrent timeframes (2020-
21). We created vector representations or embeddings – contextual 
representations of language – using a BERT-based framework [28] 
for the fve moral foundations and a WordNet [92] based new lex-
ical resource to capture language around approval or stigma of 
mental illness. These representations were then scored against the 
sentence level textual embeddings for tweets and news articles. 
Interestingly, our analysis for RQ1 reveals that mental health dis-
cussions initiated by the general public on Twitter align more with 

the positive dimensions of all fve moral foundations than those 
initiated by journalists on News. That is, Twitter’s mental health 
discourse is inclusive, kind, and justice-focused. Despite this, both 
tweets and news articles used highly stigmatized framings (RQ2), 
and stigma was more prevalent in those tweets and articles that 
adopted vicious (negative) moral framings (RQ3). 

Through our approach and fndings, this paper thus ofers the 
following contributions. This paper makes the frst attempt to under-
stand human moral values in the context of mental health discourse, 
and we do so by adopting a theoretically-grounded approach to un-
derstanding morality, i.e., Moral Foundation Theory. Furthermore, 
this work is uniquely positioned as it looks at cross-media analy-
sis of mental health framings. Our fndings bear implications for 
safe-reporting guidelines that can shape public discourse of mental 
health, for journalists as well as for the general public. We also 
highlight technical artifacts that could be incorporated in social me-
dia platforms to facilitate mental health discussions that are more 
inclusive, kind, and equitable. This paper additionally provides a 
frst of its kind human- and empirically-validated dictionary for 
stigma, available for use by the broader community. 

Ethics Statement. In this paper, we utilize public Twitter posts and 
news articles. As an observational study of retrospectively gathered 
data and without any interaction with the authors of these content, 
our research did not qualify as “human subjects research,” per our 
Institutional Review Board guidelines. Nevertheless, we followed 
best practices in our analysis [19], such as working with deidentifed 
data, and refraining from sharing raw or personally identifable 
data in any form. All quotes in this paper are paraphrased to reduce 
traceability and potential harm to those who authored the analyzed 
data. The paper contains descriptions of mental illness and suicide, 
which may be triggering to some readers, thus we suggest caution 
and use of self-care resources in reading this work. 

2 BACKGROUND AND RELATED WORK 

2.1 Morality, Stigma, and Mental Health 
Moral issues around mental health and mental illness have been of 
interest to scholars since several decades. A large part of this con-
versation has centered around the moral responsibilities to society 
from those with mental illness, as well as what would count as an 
adequate and sensitive societal response to misdoings by such indi-
viduals [16, 99]. As societal treatment of those with mental illness 
has evolved over time, so have attitudes toward the moral under-
pinnings of mental health. 19th and early 20th century conceptions 
often framed mental illness as a “character faw,” sometimes as a 
“deadly sin;” [38, 106, 146] in many parts of the world, acts of suicide 
were considered criminal activities punishable in a court of law [93]. 
For a long time, suicide thus continued to represent in the eyes of 
doctors and psychiatrists an act that stands in opposition to fam-
ily, work, religious and other social values. In fact, to psychiatrists 
practicing mental health help during this period, suicide meant 
“an abandonment of one’s duties to society, to the state and to the 
sanctity of life, values that were integrated into their etiological 
studies of this act” [150, pp. 1]. Hence the moral stance of the day 
said legal and religious sanctions against a person who attempted 
suicide were warranted and justifed [82]. 
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Fortunately, more progressive views have emerged in the present 
century [98]. Moral guidance today discourages and sometimes dis-
approves of framings for suferers of substance use disorders as 
“addicts” or those with schizophrenia as “schizophrenics.” Journal-
istic guidelines in recent years, to fght stigma, suggest reporting 
of loss of life due to a suicide as an individual “dying by suicide”, 
rather than the previously commonly used criminalized framing 
of “committing a suicide” [7]. Still, scholars today argue that the 
erstwhile moral arguments against mental health concerns, partic-
ularly suicide, which existed for centuries, shaped early psychiatric 
theories and discourse on suicide, and continue to thrive in present 
day suicidology [79]. MacDonald [86] argued that these moral ar-
guments are at the crux of the medicalized conceptualization of 
mental health, as it is through these moral values that medicine was 
able to “appropriate” these acts. It is therefore unsurprising that 
some experts consider these problematic moral positions responsi-
ble for our limited understanding of the risk factors driving adverse 
outcomes like suicide even today – a persistent issue that continues 
to hamper help-seeking and prevention eforts [41]. Specifcally, 
Yampolsky and Kushner [150] posited that it is imperative to lay 
bare the moral values on which the medicalized assumptions about 
causes of mental illness have been based, such as sexuality, reli-
gious practice, criminality and excessive alcohol use; according to 
Esquirol [34], these used to be called causes morales in 19th century 
France and oftentimes, a causal chain was drawn between social, 
moral and psychological causes of mental illness: “The more civi-
lization is developed, the more the brain is excited, the more one’s 
susceptibility is active, the more one’s needs increase, the more 
one’s desires are imperious, the more there are causes for sorrow, 
the more mental alienation is frequent, the more suicides there 
must be.” In short, moral values are inherently intertwined in the 
way we conceptualize and understand mental health in the society. 

The need to adopt a morality lens to understand general percep-
tions of mental illness is further underscored by the prevailing so-
cial stigma around mental illness [23]. Those sufering from mental 
disorders constitute among the most stigmatized, disenfranchised, 
impoverished, and vulnerable members of society [49]. Stigma in-
fuences the cultural and systemic expectations of how to respond 
to people in distress; it also shapes beliefs about personal account-
ability and agency, and in turn, help-seeking behaviors [70]. For 
instance, some existing narratives may see those with mental ill-
ness as morally weak “benefts scroungers,” forcing them to choose 
between “taking accountability” and “control” of their actions and 
emotions, or accepting a more passive, ill and “defective” role in 
order to get support [137]. Consequently, scholars have emphasized 
the recognition of the moral narratives that underpin both mental 
health care and processes of reform towards suferers [152]. 

Taken together, a study that explores moral underpinnings of 
popular mental health discourse is warranted, as such discourse 
shapes public views on mental health and mental illness. This paper 
seeks to close this gap through the study of two prominent channels 
of mental health discourse today – social and news media. 

2.2 Media Framings of Mental Health Discourse 
Given the prevalence of mental health discussions on several media 
platforms, there has been prior work that investigates how the 

general public (in social media platforms) or journalists (in news-
papers) refer to mental health concerns. This branch of research 
stems from the sociological foundations of “Framing” [33] – frames 
“select some aspects of a perceived reality and make them more 
salient in a communicating text, in such a way as to promote a par-
ticular problem defnition, causal interpretation, moral evaluation, 
and/or treatment recommendation for the item described.” Prior 
works have adopted framing theory to study hate groups on social 
media [109], re-design political crowdfunding campaigns [29], and 
identify bias in news media [100]. In our context, framing suggests 
that the representation of mental health on social media or news 
media impacts the cognitive thinking of their consumers; in jour-
nalistic inquiry, it is known that inappropriate framing of suicide 
events may result in copycat suicides, formally called the Werther 
Efect [43]. In general, stigmatizing framings in mass media can ex-
acerbate feelings of oppression among those with mental illness, as 
stigma can interfere with their social integration, violate their civic 
rights, self-image, and family life, and could result in employment 
and housing discrimination [23]. We provide an overview of prior 
research on mental health framings in news media and Twitter. 

Wahl [144] looked at newspaper framings to observe that “dan-
gerousness” was most commonly associated with stories on mental 
illness. A comprehensive study that reviewed mass media’s role in 
shaping mental health stigma revealed a similar fnding [76]. Inter-
estingly, Gwarjanski and Parrott [57] observed that online news 
framings on schizophrenia impacted online social behavior of their 
readers. News articles that associated schizophrenia with violent 
and criminal behavior received stigmatizing reader comments. Con-
versely, news articles with a stigma-challenging representation of 
schizophrenia received stigma-challenging reader comments. It was 
also observed that the readers were more likely to self-disclose their 
personal experiences with mental health in the presence of stigma-
challenging news frames. There have also been attempts to conduct 
cross-culture studies to see how news coverage for depression dif-
fers between the English and the Spanish languages [145]. The 
works discussed here adopt a qualitative annotation-based frame-
work, limiting their analysis to a few news articles. In contrast to 
these, our study utilizes a well-grounded BERT-based framework 
that can process large-scale data and capture complex semantic 
context in news. Additionally, though these works highlight the 
social disadvantages associated with stories on mental illness such 
as forms of aggression, incompetency, and reactions to adversity, 
they do not uncover the journalists’ moral underpinnings. 

In the light of the presence of problematic framings in mass me-
dia, prior work has highlighted training programs that can better 
inform the journalists on how to report mental health discussions 
to reduce negative implications. Corrigan et al. [23] investigated 
the impact of reading a positive, neutral, or negative journalism 
article on mental illness. The authors observed that positive arti-
cles prompted the readers to portray afrming attitudes (“recovery, 
empowerment, and self-determination”) toward individuals with 
mental illness. Unsurprisingly, Australia’s National Mental Health 
Strategy emphasises on appropriate media portrayal of mental 
health. In this context, several resources have been curated to facil-
itate responsible reporting. Using one such resource, Francis et al. 
[42] evaluated mental health discussion on non-fction media across 
nine dimensions (e.g., “does the item emphasize the illness rather 
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than the person?”). They found that most media items were of good 
quality though only a few included relevant help services. This 
fnding highlights the importance of training programs or relevant 
resources that the journalists can refer to better frame mental health 
on mass media. A similar fnding was noted by Sumner et al. [131], 
who examined how news shared on Facebook adhered to suicide-
reporting guidelines. They found such news articles to describe 
more harmful, rather than protective elements, although articles 
with safe-reporting guidelines tended to be shared more. 

Research has also been conducted to explore how the general 
public talks about mental health on social media platforms. While 
studying posts on two hashtags: #depression and #schizophrenia, 
Reavley and Pilkington [112] observed that though a majority of 
tweets were supportive, a proportion of them consisted of stigma-
tized framings. Another Twitter study on #schizophrenia observed 
that the use of the adjective “schizophrenic” was often negative, 
sarcastic, or medically inappropriate [71]. Language that mocks 
or trivializes mental health conditions has also been found to be 
prevalent on Twitter [115]. Another study explored negative and 
positive framings around bipolar disorder and other mental illness 
on Twitter [15]. Stigmatizing tweets received fewer retweets com-
pared to those about personal experiences. However, these social 
media studies analyze the framing of mental health discourse using 
a discrete scale of measurement, i.e., they perform a qualitative 
analysis to rate a small sample of tweets as either supportive or 
stigmatizing. They do not explore the internal attitudes employed 
by the tweet authors towards mental health. Recent works on AI-
generated responses to online mental health discussions highlight 
the importance of using empathic frameworks that go beyond the 
binary positive-negative framings and consider attitudes of com-
passion, warmth, and internal understanding [97, 120]. Our paper 
addresses this concern by providing a framework that quantifes 
moral frames of compassion, justice, and equity-centered values in 
mental health discourse, via Moral Foundation Theory. 

Closest to this paper is the work of Pavlova et al., who sought 
to identify “mental health frames” beyond the largely studied bi-
nary stigma or stigma-challenging framings [105]. Seven mental 
health frames were observed, which were discovered via Latent 
Dirichlet Allocation: ‘Awareness’, ‘Feelings and Problematization’, 
‘Classifcation’, ‘Accessibility and Funding’, ‘Stigma’, ‘Service’, and 
‘Youth’. Each of these frames was further explored to identify gen-
eral sentiment using the Linguistic Inquiry and Word Count (LIWC) 
program [107]. This investigation revealed that mental health dis-
course is often used to problematize social issues and focuses on 
common mental illnesses like depression or anxiety. 

Our work builds on this body of work. We contrast prior ap-
proaches to understand mental health framing in media by taking 
a theoretically-grounded approach – we harness the Moral Founda-
tion Theory [60], as it provides a systematic way to explain variation 
in human moral reasoning. Notably, we provide a frst approach 
to objectively quantify stigma in language, and by assessing its 
manifestation in mass media, our work discovers new connections 
between stigmatization of mental illness and the morality that un-
derlies media discourse. Furthermore, this is the frst work that 
performs a cross-platform analysis, between social media and news 
media, to analyze moral and stigmatized framings of mental health. 

2.3 Social and News Media Studies Using the 
Moral Foundations 

The Moral Foundation Theory (MFT) [59] has been a core frame-
work to study the functioning of individuals, relationships, or insti-
tutions. MFT proposes that several innate and universally available 
psychological systems are the foundations of “intuitive ethics” [60]. 
Consequently, a lot of these studies have looked at moral diferences 
between conservatives and liberals, which highlight that though 
liberals limit their usage to two foundations (care/harm and fair-
ness/cheating) conservatives endorse all the fve foundations [52]. 

Of relevance here, MFT has been adopted in studies of online 
media: Dehghani et al. [27] explored linguistic diferences between 
weblogs of conservatives and liberals in the context of a contro-
versial political issue in the United States, “Ground Zero Mosque”, 
using the Moral Foundation dictionary [44]. Other studies employed 
the MFT to understand stances towards U.S. politicians [116], difer-
ences in U.S. immigration policy debates [55], political behavior and 
framing [69, 113], attitudes during the George Floyd protests [110], 
sentiment towards Asians during the COVID-19 pandemic [74], 
as well as underlying tonality of social media conversations [73]. 
MFT has additionally been applied to study human values based 
on their social media interaction. Notably, Kalimeri and colleagues 
[72] used MFT to study the moral values of individuals that “liked” 
pro or anti-vaccination Facebook pages. Authors observed that 
those resilient to vaccination portrayed anti-authoritarian values, 
and those in support of vaccination portrayed values of family 
and care. Prior research has also employed MFT to study moral 
framings in news media. A signifcant amount of work applied 
MFT to understand partisan diferences across news outlets on 
issues of public interest, such as climate change, police violence, 
and vaccination [46, 94, 119]. Carvalho et al. [18] designed a fake 
news classifcation tool by assessing the diference in moral founda-
tions to contrast between reliable and low-reputation sources. MFT 
has additionally been applied to study political discourse in news 
media on Mosque construction controversies [13], environmental 
attitudes [35], and Oklahoma Sharia amendment campaign [14]. We 
advocate that exploring moral values is essential for understanding 
internal attitudes humans portray while framing content on social 
and news media platforms, an aspect unexplored in the context of 
mental health discourse, which forms a basis for our current study. 

3 DATA 

3.1 Twitter 
Among the diferent social media platforms, Twitter has been estab-
lished to demonstrate many attributes of a news media [81]; at the 
same time, researchers have noted that Twitter is often employed 
as a broadcasting mechanism to raise awareness around mental 
health and fght stigma [25]. For our RQs, we deemed Twitter and 
News to therefore be comparable and adequate platforms in terms 
of understanding moral frames around mental health discourse. 

3.1.1 Data Gathering Approach. We used the focalevents1 Applica-
tion Programming Interface (API) to collect public tweets on mental 
health. Our search query fltered the tweets using 30 pre-defned 
mental health related keywords (e.g. anxiety, depression, bulimia, 
1https://github.com/ryanjgallagher/focalevents 

https://github.com/ryanjgallagher/focalevents
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Table 1: Number of tweets (#Tweets) and news articles (#Arti-
cles) matching each mental health keyword in our collected 
Twitter (13,277,115 tweets) and News (21,167 news articles) 
datasets. A tweet or news article may contain multiple key-
words, contributing to the count for each of them. To validate 
the datasets we report the precision (PR), proportion of rele-
vant tweets/news articles, on a random sample of 50 tweets 
and 20 news articles for each keyword. 

Keyword Twitter News 
#Tweets PR (50) #Articles PR (20) 

anxiety 1997522 0.94 3218 0.95 
depression 1289793 0.92 6691 1.00 
mental health 2337163 0.96 1860 0.95 
mental illness 365259 0.96 330 0.95 
mental disorder 54649 0.96 54 0.95 
bipolar 85121 1.00 95 0.90 
bpd 53945 1.00 1287 1.00 
ptsd 87941 1.00 21 0.90 
paranoia 86204 0.84 242 0.95 
schizophrenia 27148 0.96 71 1.00 
schizophrenic 18386 1.00 24 0.90 
schizo 52240 1.00 92 1.00 
panic attack 182691 0.84 113 0.90 
panic 1044765 0.80 1175 0.85 
anxiety attack 76945 0.90 11 0.82 
social anxiety 61317 0.92 36 0.90 
self harm 74775 0.94 11 1.00 
self-harm 25596 0.92 103 0.95 
eating disorder 70951 0.96 139 0.90 
binge eating disorder 830 0.94 3 1.00 
anorexia 24715 0.90 20 0.95 
anorexic 15330 0.92 2 1.00 
bulimia 4898 0.88 13 0.92 
bulimic 1944 0.88 5 1.00 
unwanted 219620 0.82 520 0.80 
stress 205572 0.80 585 0.85 
depressed 2327089 0.94 8170 0.95 
depressing 423255 0.94 331 0.95 
suicidal 965692 0.96 216 1.00 
suicide 1685428 0.90 1409 0.90 

Table 2: General statistics of the Twitter and News datasets. 

Mean Median Std dev 
Tweets/user 2.51 1.00 7.29 
#Words: tweets 22.51 22.00 11.64 
#Words: news 992.45 744.00 1062.77 

etc.), refer Table 1, derived from prior research on social media 
and mental health [20, 67]; in these works, the keyword set was 
rigorously curated and validated through consensus generation 
among public health experts. Particularly, Choi et al. [20] carefully 
explored fve online data sources – Google, YouTube, Twitter, Red-
dit, and Tumblr – to identify the keywords listed in Table 1. We 
acknowledge that this keyword set may not represent the entire 
space of conventional mental health discourse, but they do capture 
the most common or frequent textual cues used by people in mental 
health discussions on online platforms [39, 54, 89]. This resulted 

in the collection of 22,149,834 tweets. The tweets were collected 
for 20 months from March 2020 to October 2021. Since collection 
of all possible tweets matching the said keywords was not practi-
cal (some of the keywords were present in potentially millions of 
tweets because of their rather general nature), we extracted one 
week worth of tweets for each month. These extraction weeks in 
any given month were chosen randomly to avoid temporal bias. 

3.1.2 Filtering and Data Cleaning. The focus of this study was to 
examine the underlying moral and stigmatized framings in the 
broader context, i.e., to explore how people express general per-
ceptions of mental health and not how they self-disclose or frame 
their own mental health issues. As a result, following collection, 
we fltered and fne-tuned this corpus by removing those tweets 
that had personal self-disclosures of a mental health condition. Ad-
ditionally, this step was performed to make a more fair comparison 
between Twitter and News – since news articles are unlikely to dis-
cuss one’s own mental health challenges, equivalently, we focused 
on non-personal presentations of mental health topics in tweets. 
Specifcally, we fltered tweets containing self-disclosures like “I 
was diagnosed with (anxiety | depression | schizophrenia)”, “I used 
to self-harm”, “I had a (panic attack | anxiety attack)” etc. Refer 
to Table A2 for a complete list of self-disclosure Twitter search 
queries used in this study. Such queries have been used in multiple 
prior works to identify self-reported postings about diagnosis or 
experience of a mental illness or its symptoms [12, 21, 56]. After re-
moving such tweets we were left with 17,442,077 tweets. We further 
removed tweets that originated from organizational accounts using 
Humanizr [90]. With the removal of organizational tweets we were 
left with 13,277,115 tweets posted by 7,169,239 unique users, with 
an average of 2.51 tweets per user. Table 1 provides a distribution 
of tweets corresponding to each mental health keyword. Table 2 
provides an overview of number of tweets per user and length 
of tweets. Here are some examples of paraphrased tweets in our 
dataset: “There are many treatment options for depression. The 
most important step is to reach out for help if you need it.”, “People 
with schizophrenia are more likely to be infected.”, and “We should 
stop associating people’s volatile behavior with bipolar disorder.” 

3.2 News 
Next, we started with six publicly available News datasets to com-
pile news articles on mental health. These included, the BBC News 
dataset [53], the AG News classifcation dataset [154], the MIND 
dataset [149], the News Aggregator dataset [31], the All the news 
2.0 dataset [138], and the Harvard Dataverse dataset [78]. From 
these, we only considered the last two datasets that contained arti-
cles published within the timeframe of our Twitter dataset i.e., from 
March 2020 to October 2021. We temporally aligned the timeline 
of our Twitter and News datasets to make a valid comparison of 
moral framing between them, avoiding the confounding impact of 
time on mental health attitudes or writing styles. Table 3 provides 
an overview of the two news article datasets we used for this study. 
These either contain the actual news articles or their headlines, and 
have been used in prior research, ofering face validity of use: 

(1) All the news 2.0 dataset: This dataset spans over 27 news 
publishers. Prior research has used it for identifying patterns 
of political polarization in media [58], perceived diferences 
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Table 3: An overview of the two publicly available news datasets adopted to compile news articles on mental health. 

Dataset #Articles Type of text Top 4 Source(s)/Publisher(s) 
All the news dataset 2.0 
Harvard Dataverse 

2688878 
1244184 

Headline, Article 
Headline 

Breitbart, New York Post, CNN, Washington Post, and 23 others 
Australian Broadcasting Corporation 

between human and machine generated news articles [135], 
and news recommendation [126]. 

(2) Harvard Dataverse: This is a publicly available dataset on 
Kaggle, a renowned online data science community. It has 
been used for fraudulent news headline detection [85]. 

The news articles in both the datasets were fltered using the 
same set of 30 mental health related keywords that were used to fl-
ter the tweets, as mentioned earlier. Table 1 provides a distribution 
of news articles corresponding to each mental health keyword. In 
total, we were able to collect 21,167 news articles on mental health. 
Our dataset contains news articles that are textually represented 
using (a) only headline and (b) space separated headline and arti-
cle body. This choice was made in reference to prior works that 
use headline-only news datasets, in addition to those with article 
excerpts, for language understanding tasks like text classifcation 
[2], event detection [37], and news recommendation [111, 148, 149]. 
Table 2 provides an overview of the length of news articles collected. 

3.3 Dataset Quality Check 
To validate our Twitter and News datasets, we randomly sampled 
50 tweets and 20 news articles corresponding to each of the 30 
mental health keywords. The frst author hand annotated them as 
relevant or irrelevant, drawing upon her expertise and familiarity 
with social media content. The annotations were then discussed 
with the second author for agreement and consensus. It should be 
noted that for keywords with under 20 news articles the entire set 
was annotated for dataset validation. Table 1 provides precision 
scores indicating the proportion of relevant tweets and news articles 
in the random sample drawn for each keyword. 

4 METHODS 

4.1 Representation of Tweets and News Articles 
The short length of tweets and the news headlines for some of 
the news articles may not allow sufcient linguistic context that 
could capture nuances in the moral and stigma framing of mental 
health discourse [8, 9]. Therefore, we frst extracted the sentence 
level BERT embeddings to get vector representations for tweets 
and news articles. To capture the framing style and context of the 
textual content, we represented it using sentence level embeddings 
instead of averaged word embeddings, since the latter does not 
consider the relationships between words. 

4.2 Representation of Moral Foundations 
To understand moral framing of mental health on Twitter and News 
corresponding to our RQ1, we utilized the widely used and vali-
dated Moral Foundation dictionary [44]. It consists of words or 
phrases for each of the fve moral foundations [59]: (1) Care/Harm, 
underlying virtues of kindness, gentleness, and nurturance; (2) Fair-
ness/Cheating, generating ideas of justice, rights, and autonomy; 

(3) Loyalty/Betrayal, encompassing virtues of patriotism and self-
sacrifce for an identifying group; (4) Authority/Subversion, including 
virtues of leadership and followership, deference to legitimate author-
ity and respect for traditions; and (5) Sanctity/Degradation, embody-
ing religious notions of striving to live in an elevated, less carnal, 
more noble way. There are two dictionaries for each moral founda-
tion, representing its (1) virtue (e.g. Care) and (2) vice (e.g. Harm) 
facet. For instance, example words corresponding to the Care/Harm 
moral foundation include ‘protect’, ‘compassion’, ‘consoled’; ‘kill’, 
‘threaten’, ‘destroy’, while that for Sanctity/Degradation include 
‘sacred’, ‘purity’, ‘divine’; ‘decay’, ‘sin’, ‘repulsive’. 

We note that prior work has successfully utilized the above MFT 
dictionaries to understand a variety of human behaviors online, 
as described in Section 2.3. We used representational learning to 
augment purely dictionary based approaches, as these existing ap-
proaches often fail to capture linguistic context and nuanced writing 
style, both due to a reliance on exact matching of hand-curated 
corpus of fxed/limited words. Therefore, using the dictionaries 
mentioned above, we generated a representation for the positive 
and the negative facets of each moral foundation. In particular, 
we utilized a pre-trained large language model – BERT [28] – to 
generate word embedding representations for all the words present 
in a dictionary, along with their relevant synonyms extracted using 
WordNet [92], and then averaged them to create the fnal represen-
tation of each moral foundation dimension. For instance, through 
this computation we had two embedding vectors for the Care/Harm 
moral foundation, one for Care and the other for Harm. 

Then, to obtain a single linguistic representation of a specifc 
moral foundation, we followed the approach provided by Kwak et al. 
[80]. Kwak et al. [80]’s method is called FrameAxis, and it seeks to 
characterize language framing by introducing “microframes” that 
are essentially semantic axes [3, 127] or vector representations for 
two sets of antonymous words. The microframes are obtained by 
subtracting the embeddings of the two opposing poles. Existing 
work that explores moral framing of documents using MFT has 
adopted and validated the FrameAxis methodology to generate 
embedding representation for the fve moral foundations [94, 113]. 
In other words, these works essentially subtracted the vectors for 
the virtue and vice facets of each moral foundation to obtain a 
single linguistic representation for the same. Drawing on these 
prior approaches, in our current study, the fnal representation 
for the Care/Harm moral foundation (and similarly others) was 
given by subtracting the negative dimension vector (using the vice 
dictionary) from the positive vector (using the virtue dictionary). 

4.3 Approach to Compare Twitter and News 
Next, to analyze the moral framing in tweets and news articles, 
we compared the vectors representing each tweet or news arti-
cle against the fve embedding vectors for the fve moral founda-
tions, obtained through the approach described in Section 4.2. This 
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comparison         
practice in the use of large pre-trained embeddings [80, 94]. These 
scores range from -1 to 1, where a score closer to -1 represents that 
the tweet or news article aligns more with the negative dimension 
(vice) of the moral foundation and a score closer to 1 represents that 
the tweet or news article aligns more with the positive dimension 
(virtue). Then, we set a threshold of 0 cosine similarity (mid point 
of the [-1, 1] scale) to say that tweets or news articles with a score 
greater than 0 align with the positive (virtue) dimension of the foun-
dation and those less than 0, with the negative (vice) dimension. 
Refer to Appendix A for details on validating our approach. 

was made using cosine similarity scoring, a standard and consensus with the second author. We then compared the 
approval/stigma labels assigned by our BERT-based framework, uti-
lizing the curated Approval/Stigma dictionaries, against the hand-
annotated ground truth labels. Our framework was able to achieve 
high precision (Twitter: 0.89; News: 0.92) and recall (Twitter: 0.92; 
News: 0.94) on the annotated random samples. 

5 RESULTS 

5.1 Diferences in Moral Frames on Twitter and 
News 

As mentioned in Section 4.3, to analyze the moral framing of mental 
health in tweets and news articles (RQ1), we used cosine similarity 
scoring to compare the vectors representing each tweet or news 
article against the fve embedding vectors for the fve foundations. 

Table 4 provides raw distribution statistics of cosine similarity 
scores for both Twitter and News. Essentially, we compare how 
tweets and news articles align with the fve moral foundations, 
i.e., whether they lie more towards the virtue side of a foundation 
or towards the vice side of a foundation. It can be observed that 
Twitter’s mental health framings, across all the fve moral founda-
tions align more with the virtue facet, in terms of having a larger 
proportion of tweets that align with the positive dimension (virtue), 
having a cosine similarity score greater than 0. For instance, more 
than three-quarters of the tweets use Fairness related framings of 
mental health (75.73% tweets), while only a quarter use otherwise 
(24.27%). In other words, the ratio of the number of tweets falling 
towards the positive dimension, to the number of tweets falling 
towards the negative dimension is greater than 1 for all the fve 
moral foundations; it is as high as 11.67 for the Care/Harm moral 
foundation, and at a minimum almost twice (1.94) for the Author-
ity/Subversion dimension. On the other hand, the news articles 
skew more towards the negative or the vice dimension. For in-
stance, for the Loyalty/Betrayal moral foundation, the ratio is only 
0.14, indicating that far more news articles (87.95%) demonstrate 
the vice facet of this foundation in their writing, rather than the 
virtuous one (12.05% articles only). Further, as indicated in Table 4, 
Mann-Whitney U-tests on the cosine score distributions for Twitter 
and News show signifcant diferences across all the foundations. 

A summary of the above patterns is captured in the frequency 
distribution plots shown in Fig. 1. The histogram for Twitter is 
shifted towards the right of that for News, indicating that Twitter 
uses more virtue oriented moral framings, compared to News. 

Consider the following exemplars that received a highly pos-
itive/negative score for three of the fve moral foundations. The 
tweet below, which aligns with the virtue facet of Care/Harm foun-
dation, tries to nurture a positive environment by rejecting dismis-
sive characteristics associated with depression: 

“Depression has nothing to do with being weak or 
lazy.” (Care: Paraphrased tweet) 

On the other hand, the following news article excerpt that skewed 
towards the vice facet of Care/Harm foundation generalizes individ-
uals with a mental disorder to get penalized for harmful behavior: 

“Today, mentally ill [...] are likely to be arrested, incar-
cerated, sufer solitary confnement or rape in prison 
and commit another crime once released. [...] people 

4.4 Operationalizing and Measuring Stigma     
Recall that our second research question aims to assess the levels 
of stigma manifested in tweets and news articles, surrounding 
mental health discourse. Unlike the moral foundations, there are no 
available dictionaries or tools to operationalize and measure stigma. 
Consequently, here we describe an approach to do so. 

Stigma is the prejudice and discrimination attached to a phenom-
ena [22, 87]. Following the virtue-vice characterization of the fve 
moral foundations in Section 4.2, we describe levels of stigma in lan-
guage through an Approval/Stigma frame, “approval” being a com-
monly considered opposite of “stigma”. Accordingly, we referred to 
existing literature on the conceptualization of stigma, along with 
stigmatized (stigma-challenging) framings in mass/social media 
to get seed keywords for stigma (approval) dimensions [50, 83, 
105, 144]. These works have employed public health experts to per-
form an exploratory content analysis and identify stigmatizing/anti-
stigmatizing words or phrases. We again used the WordNet tool to 
identify corresponding synonyms for the seed keywords, giving us 
one dictionary each for approval and for stigma. With these dictio-
naries, we computed a vector representation of the Approval/Stigma 
frame following the same procedure as used for the fve moral 
foundations, discussed in Section 4.2. The fnal representation of 
the Approval/Stigma frame was obtained by subtracting the av-
eraged negative dimension vector from the positive one. For the 
Approval/Stigma frame, refer to Appendix C for the keywords we 
curated in the respective Approval and Stigma dictionaries. 

4.5 Human Evaluation 
WordNet covers diferent contexts while extracting synonyms for a 
given input. For instance, the word ‘kind’ present in the dictionary 
for Care/Harm moral foundation added out of context synonyms 
such as ‘sort’, ‘form’, and ‘variety’. To circumvent this issue, we 
manually inspected the expanded Moral Foundation and the new 
Approval/Stigma dictionaries to remove irrelevant words that got 
captured by WordNet. The Moral Foundation dictionaries were 
processed via qualitative evaluation by the paper’s authors, refer-
ring the foundation defnitions present in literature [51, 60] and 
until 100% consensus was reached on all words. For the evalua-
tion of Approval/Stigma dictionaries, the authors referred to exem-
plars/defnitions present in prior work on stigma [57, 105]. 

To further validate our Approval/Stigma dictionaries the frst 
author manually annotated a random sample of 100 tweets and 
50 news articles in our dataset, labeling their alignment with ap-
proval or stigma. The annotations were discussed for agreement 
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Table 4: Distribution statistics of tweets and news articles based on setting a threshold on 0 cosine similarity score. +ve (-ve) 
represents the tweets or news articles that have a cosine similarity score greater (lesser) than 0 (the selected threshold value), 
indicating positive/virtue and negative/vice alignment to the corresponding moral foundation. Ratio indicates the ratio between 
the number of tweets/news articles that align with the virtue facet of a moral foundation (e.g., Care) to those that align with the 
vice facet of the same moral foundation (e.g., Harm). Mann-Whitney U-tests were performed to compare the cosine similarity 
score distributions for Twitter and News across the fve moral foundations (� < 0.1: ‘*’, � < 0.05: ‘**’, � < 0.01: ‘***’). 

Moral Foundation Twitter News 
Count (+ve; -ve) % (+ve; -ve) Ratio (+ve/-ve) Count (+ve; -ve) % (+ve; -ve) Ratio (+ve/-ve) 

Care/Harm** 12229522; 1047593 92.11; 7.89 11.674 7383; 13784 34.88; 65.12 0.536 
Fairness/Cheating** 10055374; 3221741 75.73; 24.27 3.121 4740; 16427 22.39; 77.61 0.289 
Loyalty/Betrayal*** 10537975; 2739140 79.37; 20.63 3.847 2551; 18616 12.05; 87.95 0.137 
Authority/Subversion*** 8752996; 4524119 65.93; 34.07 1.935 1295; 19872 6.12; 93.88 0.065 
Sanctity/Degradation** 9484552; 3792563 71.44; 28.56 2.501 3766; 17401 17.79; 82.21 0.216 

Figure 1: Distribution of cosine similarity scores for tweets (left vertical or Y-axis) and news articles (right vertical or Y-axis) 
across the fve moral foundations. The dotted line at 0 cosine similarity represents the threshold used for defning the alignment 
of textual content towards the positive (virtue) or negative (vice) dimension of a foundation. 

in federal prison have a history of mental disorder.” “People with a mental disorder have an unfair advan-
(Harm: Paraphrased news article excerpt) tage. They can use it as an excuse to get out of things.” 

(Cheating: Paraphrased tweet) 
As mentioned earlier, this observation is in line with previous 

Lastly, the following tweet that aligns with the Loyalty dimen-research on newspaper framings that found the usage of “danger-
sion tends to highlight in-group framings and encourages peopleousness” as an attribute in stories on mental illness [144].                
to foster an inclusiveFor the Fairness/Cheating     community for suicidal individuals.    moral foundation, the following news 

headline aligns with the virtue facet and displays values of justice “Please let us not dismiss people who are suicidal. Let 
and equality while discussing mental health. us be there for them, talk to them, check in on them.” 

(Loyalty: Paraphrased tweet) 
“True ‘parity’ in mental health requires change in Conversely, tweet aligning with betrayal “others” people with 
attitude.” (Fairness: Paraphrased news headline) schizophrenia, diferentiating them from “sane” individuals. 

The following tweet, associated with Cheating dimension, de- “[City Name] is crawling with mentally ill people who 
scribes those with mental disorder to receive unwarranted benefts. are schizophrenics, instead of sending them to mental 
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health hospitals. All attacks are done by someone who 
is clearly not a sane person, be it drugs or schizophre-
nia.” (Betrayal: Paraphrased tweet) 

Table 5: Interaction between diferent moral foundations af-
ter performing clustering on the Twitter and News datasets. 
The moral foundation interactions (low, balanced, or high) 
are defned by dividing the color axis shown in Fig. 2 into 
score ranges. For instance, for Twitter we have < −0.05: 
low, (−0.05, 0): moderately low, (0, 0.05): balanced, (0.05, 0.10): 
moderately high, and > 0.10: high. Statistical analysis using 
Kruskal-Wallis H-tests reveal signifcant diferences across 
the score distributions for the fve moral foundations in each 
cluster (� < 0.05: ‘*’, � < 0.01: ‘**’, � < 0.001: ‘***’). 

Cluster Score range 
Interaction between 
moral foundations 

Twitter 
C_1* 
C_2* 
C_3** 
C_4* 
C_5** 
C_6** 

[0.03, 0.08]
[0.06, 0.11]
[−0.06, 0.01]
[−0.01, 0.05]
[0.10, 0.17]
[−0.13, −0.05] 

moderately high care, rest balanced 
moderately high for all foundations 
low authority, balanced care 
balanced for all foundations 
high for care and loyalty 
low for all foundations 

News 
C_1* 
C_2** 
C_3*** 
C_4** 
C_5** 
C_6* 

[−0.04, 0.03]
[−0.18, −0.08]
[−0.14, −0.04]
[−0.09, −0.01]
[−0.24, −0.13]
[0.02, 0.08] 

high care, rest moderately high 
low loyalty and authority 
varying across foundations 
balanced loyalty and authority 
low for all foundations 
high for all foundations 

5.2 Interpreting the Moral Frames 
To further explore the varied forms of moral framing of mental 
health discourse on Twitter and News, we performed a clustering 
analysis. In order to cluster the tweets and the news articles we 
represented an individual data point (tweet or news article) using a 
fve element feature vector, having the cosine similarity score of 
a tweet or news article against each of the fve moral foundations. 
Once we had these feature vectors, we used the �-means cluster-
ing algorithm to cluster the data points in our Twitter and News 
datasets. To get the optimal number of clusters that we should use 
to set the value of � in �-means clustering we studied the Elbow 
curve (using distortion score for diferent values of � or number of 
clusters) and the Silhouette curve (using silhouette score for difer-
ent values of �). In our data, the optimal number of clusters was 
found to be 6 for �-means clustering, for both Twitter and News. 

After obtaining the clusters, we averaged the cosine similarity 
scores for tweets or news articles belonging to one particular cluster 
for each of the fve moral foundations. Using this, we obtained the 
heatmap distribution for Twitter and News, shown in Fig. 2. We also 
performed a statistical analysis using the Kruskal-Wallis H-tests 
[77] to explore diferences in cosine similarity score distributions 

(a) Twitter 

(b) News 

Figure 2: Heatmap distribution of the level of virtue/vice 
corresponding to each of the fve moral foundations. Dis-
tribution shown over the clusters of (a) tweets and (b) news 
articles obtained via the �-means algorithm. 

across the fve moral foundations, for each of the six clusters. This 
analysis revealed signifcant diferences, as summarized in Table 5. 

Through these heatmaps we can explore interactions between 
diferent moral foundations, as tabulated in Table 5 for Twitter and 
News. Using these, we can see how diferent moral foundations 
appear when we frame tweets or news articles on mental health. 
For instance, we see that for both Twitter and News, clusters exist 
for which tweets and news articles score high for the Care/Harm 
and Loyalty/Betrayal foundations (C_5 for Twitter and C_6 for 
News), that is, in these clusters, the tweets and articles tend to 
frame mental health via the virtuous facet of Care/Harm as well as 
that of Loyalty/Betrayal. Take the following exemplars within these 
clusters. Kindness and gentleness are a hallmark of the virtue facet 
of Care/Harm, and we note that the tweet below speaks in inclusive 
language, expressing solidarity and support for those sufering from 
depression. Similarly, the news article headline and excerpt below 
speaks of veteran suicide in an empathetic light and recognizes a 
particular veteran who died by suicide for his contributions towards 
protecting his country – a framing considered virtuous within the 
Loyalty/Betrayal moral foundation. 
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“As someone with a history of depression, I hope 
you’re all well. Please don’t forget to take time for 
yourself. Productivity is great, but so is treating your 
body and mind right. Just a reminder to take care of 
your mental health always.” (Paraphrased tweet) 

“Veteran commits suicide in parking lot of [City Name]: 
Veteran [...] killed himself [...] after reportedly being 
turned away for emergency care. [...] His work for his 
fellow veterans might not be fnished yet. “Your death 
is not in vain. Through your tragedy, may the bu-
reaucrats change policies to help others that were in 
your situation,” read one message left on the funeral 
home’s website, quoted by the [City Name] press.” 
(Paraphrased news headline/article excerpt) 

Next, we observe that there are clusters that have elements 
(tweets or news articles) scored low across all the fve moral foun-
dations (C_6 for Twitter and C_5 for News), meaning they frame 
mental health using the vice facet of all the moral foundations. 
Exemplars are given below. In the following tweet, individuals 
with mental illness are accused to have a high propensity to com-
mit criminal activities and the author implicitly assumes that such 
individuals are violent and aggressive, and therefore should be 
feared or avoided. Such a framing espouses Sanctity/Degradation, 
whose vice facet implies that “the body is a temple which can be 
desecrated by immoral activities and contaminants” [59] – in this 
case, due to an individual’s underlying mental illness. The framing 
also maps with the vice facet of Care/Harm, as individuals with 
mental illnesses are “othered” for their presumed dangerous be-
haviors. Similar observations can be made for the news excerpt 
below, which ascribes unpredictable and antisocial attributes to 
depressed individuals. This framing shows disregard and apathy 
towards the structural factors that may trigger a suicide attempt, 
thus aligning with the vice facet of Care/Harm. Further, an inability 
to treat suicide attempters with altruism, compassion, or with a 
restorative justice approach seems to be in alignment with the vice 
facet of the Fairness/Cheating moral foundation. 

“People with schizophrenia commit rape, are mentally 
weak and disrespect the law.” (Paraphrased tweet) 

“Strange seasonality of violence: Why April is ‘the 
beginning of the killing season’ [...] owing to those 
who are depressed, suicidal [...] increase in sunlight 
improves mood and energy just enough for suicidal 
people to make plans and follow through. [. . . ] their 
rage may build as they see people out having fun 
together in groups. [...] That highlights discrepancies 
between those who are socially healthy and those who 
aren’t.” (Paraphrased news headline/article excerpt) 

These similarities across Twitter and News refect on how an 
individual may approach writing textual content. It is likely that 
a tweet or news article aligning more with the vice facet of one 
foundation may also negatively relate to the others, and vice versa. 

5.3 Comparing Stigma in Twitter and News 
Next, corresponding to RQ2, to analyze the moral framing of tweets 
and news articles against the Approval/Stigma dimension, we com-
puted the cosine similarity scores, similar to the method adopted for 
the moral foundations. We still used 0 cosine similarity score as a 
threshold to determine whether a tweet or news article aligns more 
with the positive (> 0) or the negative facet of Approval/Stigma. 

We observed that 5,528,120 (7,748,995) tweets aligned with the 
positive (negative) dimension of the proposed Approval/Stigma 
frame. This shows that although Twitter discourse on mental health 
was largely around virtuous framing across all the fve moral foun-
dations, it was not the case for the Approval/Stigma dimension. A 
larger proportion of tweets aligned more with the negative Stigma 
facet than the positive Approval facet, indicating the discourse 
to lean more around stigmatizing frames rather than ones that 
were more inclusive or accepting of mental illness. A similar trend 
can also be observed for the news articles where 3,011 (18,156) 
news articles aligned with the positive (negative) facet of the new 
Approval/Stigma moral foundation. Still, upon comparing men-
tal health discourse on Twitter and News, we fnd that the ratio 
of tweets aligning with Approval to tweets aligning with Stigma 
(0.713) is higher than the ratio of news articles aligning with Ap-
proval to those aligning with Stigma (0.166), suggesting that Twitter, 
like the above fve moral foundations, uses more positive framings 
supporting acceptance of mental health challenges, rather denounc-
ing, shaming, or viewing mental health experiences with dishonor. 

5.4 Establishing Associations between Moral 
Foundations and Stigma 

In response to RQ3, to examine how the fve moral foundations 
relate to the proposed Approval/Stigma dimension in framing of 
mental health discourse, as shown in Fig. 3, we plot the cosine 
similarity scores for the Approval/Stigma foundation against all the 
other fve moral foundations. In the fgure, each blue dot located at a 
(�,�) coordinate corresponds to a tweet or a news article such that, 
� (�) represents the cosine similarity score for the tweet/news arti-
cle with a moral foundation (Approval/Stigma dimension). Looking 
at the plots it can be clearly said that there is a positive correlation 
between the scores for the Approval/Stigma dimension and each 
of the fve moral foundations. A linear model ft to each of the 
scatter plots also indicates that the relationship between the Ap-
proval/Stigma frame and the other fve foundations is very similar 
across Twitter and News (captured through the slope of the regres-
sion line). In simple terms, it implies that when a tweet or a news 
article discusses mental health, if the underlying moral foundations 
are framed more virtuously, then the tone is also indicative of a 
more approving framing, rather than a stigmatizing one. 

Slopes of the linear regression fts, represented by the coefcient 
of � in Fig. 3, provide an indication of the relationship strength 
between the Approval/Stigma frame and the fve moral foundations. 
For Twitter, Care/Harm (0.65) and Fairness/Cheating (0.66) share 
the strongest positive association with Approval/Stigma frame. In 
contrast, Loyalty/Betrayal (0.38) foundation has the least positive 
association. Similarly, for News, Fairness/Cheating (0.76) has the 
highest and Loyalty/Betrayal (0.38) has the least positive relation-
ship with Approval/Stigma frame. This implies that, for both Twitter 
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Figure 3: Scatter plots to capture the relationship between the cosine similarity scores of the Approval/Stigma dimension and 
the fve moral foundations. The red lines indicate the regression line or the best linear ft for the distributions. 

and News, a virtuous Fairness/Cheating (Loyalty/Betrayal) framing 
is the most (least) indicative of an approving framing. 

Below we provide examples that associate virtuous facets of 
Care/Harm and Fairness/Cheating with approving framings. In the 
following tweet, the author disapproves of those who are dismis-
sive of or deride mental health challenges faced by others, as it 
can be a barrier to treatment and help seeking. The author also 
advocates candid discussions about the issue, as a way of showing 
support, solidarity, and justice. This framing not only uses virtuous 
Care/Harm and Fairness/Cheating framings, but its suggestions are 
well situated in the stigma literature as well [23]. Complementarily, 
the news excerpt below attempts to normalize teen mental health 
challenges and calls for an inclusive, ecological approach involving 
others as a way to tackle the challenge. This excerpt thus not only 
uses a positive framing using Care/Harm and Fairness/Cheating, 
but also champions educating and making parents and clinicians 
more aware as a means of destigmatizing teen mental illness. In 
both the examples there are strong indications of the approval (or 
the anti-stigma) frame such as, ‘exacerbate the stigma’ and ‘not 
associate depression with adolescence’. 

“When you mock those who talk openly about their 
mental health struggles, you exacerbate the stigma 
surrounding it for others. This stigma discourages 
people from asking for the help and support they 
need. Mental health isn’t a joke. No one should have 
to sufer in silence.” (Paraphrased tweet) 
“Is a Teen Depressed, or Just Moody?: [...] “When it 
comes to your child, statistics don’t matter, what mat-
ters is your particular child,” he said. “Pay attention 
to worry signs.” [...] Electronic media usage is not a 
cause of depression [...] that’s how they connect to 
their peer group, that’s how they get their support 
[...], the message to parents and pediatricians is that 
we should not associate depression with adolescence 
or substance use and make them feel equal.” (Para-
phrased news headline/article excerpt) 

Next, we include examples that associate virtuous facets of Loy-
alty/Betrayal foundation with approving framings. Both the tweet 

and news excerpt use language indicative of the virtuous Loy-
alty/Betrayal facet. They make use of solidarity- and empathy-
oriented phrases such as “make them feel a part of the community”, 
“be more empathetic and inclusive”, and “more alike than diferent”. 
However, unlike the examples presented above, they do not ex-
plicitly question mental health stigma. The approval framings are 
subtle, advocating support (“be there for them”) and acknowledging 
hardships and life struggles, often attributed to the experience of 
mental illness (“gone through a lot”). 

“We should not force a depressed person into saying 
they are not depressed. That’s easy. Instead, we should 
be there for them and make them feel a part of the 
community.” (Paraphrased tweet) 
“[...] came back with PTSD. They have gone through a 
lot, seen death one after the other. [...] A lot more can 
be done. We can be more empathetic and inclusive 
when we realise how much more alike we are than 
diferent. (Paraphrased news headline/article excerpt) 

In contrast, vice oriented framings of mental health on Twitter 
and News also use a stigmatizing tone, as given in the pair of exam-
ples below. Both the tweet and the news excerpt use the vice fram-
ing of Sanctity/Degradation by attributing moral contamination 
as causes of mental illness and suicide. The stigma literature notes 
such framing to map to prejudiced and hostile attitudes towards the 
suferers of mental illness, which in turn can impose unfair burdens 
on a group who are already at social disadvantage [23]. 

“Such a chaotic generation. Standing on no morals 
while they scroll TikTok all day wondering why they 
can’t fnd happiness. They’re depressed because they 
are inherently weak and impure.” (Paraphrased tweet) 
“suicidal thoughts are ‘a big sign of mental weakness’ 
[...] admission of suicidal ideation [...] is a sign of 
‘mental weakness’ [...] no one should live life in fear 
and impose that fear on other people.” (Paraphrased 
news headline/article excerpt) 

Lastly, we found tweets with virtuous but stigmatized framings 
of mental health (essentially blue dots in the bottom right quadrants 
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of Fig. 3). In the following tweet, though the author uses positive 
framings of the Care/Harm foundation while introducing the sub-
ject, they use a stigmatized attitude while describing the subject’s 
mental illness such as “threatened” and “snap” [112]. 

“Despite having BPD [...] was funny, productive, kind, 
and caring mom. Her mental illness threatened it all. 
[...] catastrophize and snap. (Paraphrased tweet)” 

6 DISCUSSION 
This research was able to reveal signifcant diferences between 
Twitter and News in terms of framings of mental health discourse, 
analyzed quantitatively using a framework inspired by the Moral 
Foundation Theory. We found that tweets had a greater tendency 
to align with the positive (virtue) facet of all the fve moral founda-
tions compared to news articles. And then, somewhat alarmingly, 
when tweets and news articles used negative moral framings of 
mental health topics, they also tended to use stigmatizing language. 
Presence of stigmatized language framings in our work forms a 
parallel with existing research on news media and Twitter in the 
context of mental disorders, as noted earlier in the works of Joseph 
et al. [71], and Gwarjanski and Parrott [57]. This indicates that, 
while negative moral framings on Twitter might be on the minority, 
they are still present and engender other problematic framings. 

Overall, this work innovated by providing a frst study that un-
covered the moral underpinnings and their relationship to stigma 
within conventional and social media discourse around mental 
health. As also noted in Section 2.3, although MFT has been ap-
propriated to study a wide variety of sociopolitical phenomena 
online [27, 55, 69, 116], to our knowledge, this theory had not been 
utilized in the context of mental health as yet, a gap that is im-
portant to fll, because of how media narratives shape formal and 
informal caring (or the lack thereof), for those with mental health 
struggles [150]. Further, this theory has also not been harnessed to 
characterize the nature of stigma; again a gap, when flled, could 
lead to improved media guidelines espousing the values of accep-
tance and inclusion of people with mental illness in the broader 
society. Finally, our computational approach as well as the lexi-
cal resource we developed on stigma, together could be adopted in 
other health research to understand degrees and nature of marginal-
ization of particular medically disenfranchised groups, or even to 
design interventions to mitigate stigma in popular discourse. 

This Discussion section, accordingly, seeks to unpack what might 
contribute to the specifc moral or immoral framings of mental 
health we observed in the two forms of media, the implications of 
these observations, and then some potential directions to mitigate 
them through technology-mediated means. 

6.1 What Might Explain the Specifc Mental 
Health Framings on Twitter and News? 

In this subsection, we discuss what factors might be driving the 
platform-specifc characteristics of mental health framings we ob-
served on social media (driven by general public) and news (driven 
by professional journalists). We anticipate that Twitter’s platform 
afordances, in particular its broadcasting nature, could be respon-
sible for users to employ virtuous internal attitudes while framing 

mental health discourse. On the other hand, news media sensation-
alism [95] and political leanings may infuence journalistic moral 
underpinnings, resulting in vice-oriented mental health framings. 

6.1.1 Twiter: Technical Afordances and Shifing Norms. Twitter 
is a micro-blogging social media platform where individuals tend 
to broadcast their thoughts and opinions publicly, and therefore, 
their posts often tend to have a wide reach among diverse and 
even “imagined” audiences [84]. Scholars like Marwick and Boyd 
[88] have used imagined audiences as a concept to understand 
social media users’ decision-making behind what is appropriate 
and relevant to share when they recognize that it is impossible 
to know who the actual audience is. As noted by scholars [141], 
this afordance of the platform encourages individuals to be more 
cautious or aware of their engagement. Context collapse on a public 
platform [88] is likely to espouse additional caution on the part of 
social media authors. This is because users may fnd it challenging to 
write in a way that is able to attend to the varied views and stances 
of so many diferent people in their social network [32]. Together, 
these conscious choices may be contributing to the patterns of 
framings we see on Twitter, i.e., having a high proportion of tweets 
aligning with the virtue facets of the moral foundations. 

In addition, social media users often adopt a performative “lowest 
common denominator” [65], due to the “spiral of silence,” [61] as 
well as the emergent “cancel culture” [104]. Mental health being 
a sensitive topic, can trigger contentious views and the topic is 
often embroiled in politically thorny issues in the U.S., such as 
gun control [125]. After all, Benning [10] noted how renowned 
psychiatrist and iconoclast critic, Thomas Szasz, wrote that only 
physical illnesses are real and that mental diseases are “counterfeit 
and metaphorical illnesses” [132]. As such, discussions of mental 
health issues on social media may portray a virtuous morality, 
as observed in this study, as a way to avoid unpopular opinions, 
potential confrontation, or unpleasant social exchanges. 

Various underlying platform norms of Twitter may further mo-
tivate users to share their perspectives on a sensitive issue like 
mental health with inclusive, kind, and equity-driven moral values, 
as our fndings revealed. Stupinski [130] already noted that the 
term “mental health” had risen in its frequency of use between 
2012 and 2018. These may indicate shifting norms and increasing 
acceptability in people’s attitudes toward mental health on Twitter. 
Moreover, multiple research papers have reported a normaliza-
tion of mental health discourse on Twitter since the inception of 
the COVID-19 pandemic [68]. Social media platforms emerged as 
prominent platforms for these discussions, as physical distancing 
and lockdown policies made many individuals hunker down in their 
homes, taking away opportunities for in-person interactions [117]. 
The time period of our analysis overlaps with the frst two years 
of the pandemic. Hence, this study refects moral framings on the 
Twitter platform at a time when attitudes towards mental health 
are already evolving to have compassion and inclusion. 

6.1.2 News: Clickbait Journalism and Political Bias. Since the past 
several decades, journalistic training has encompassed adequate 
accommodations for inclusive and non-stigmatizing mental health 
reporting. In particular, journalists are usually guided by a toolbox 
consisting of a set of guidelines that they should follow while report-
ing on mental health conditions [63, 136]. For instance, ‘Achieving 
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the balance’ [63] is a resource kit that is utilized by Australian profes-
sionals in suicide and mental health reporting. Similarly, the Carter 
Center has a journalism resource guide on behavioral health [136]. 
Still, our fndings show that news articles align more with negative 
moral framings of mental illness, contributing complementary evi-
dence of harmful framings as observed by other researchers [131]. 

There might be a variety of reasons behind the fndings pertain-
ing to framing of mental health on news media. In recent years, 
traditional news media has struggled to stay relevant especially 
among younger, urban populations, facing stif competition from 
social media [123]. Many news media have been obliged to embrace 
web platforms, using online advertising as the primary revenue 
model. Within such a model, in a competition for more eyeballs, 
many journalists and news agencies are relying on “clickbait” tac-
tics [96]. In our study, clickbait attempts to ft within the limited 
attention spans of many readers may indicate insensitive framings 
of mental health. After all, Armstrong et al. [5], in interviews with 
media professionals reporting on suicide found “It’s a battle for 
eyeballs and suicide is clickbait.” What is alarming is, as our results 
in Section 5 suggest, such tactics may result in demonstrating moral 
foundations that perpetuate othering and stigma as well, such as 
that people with schizophrenia are “dangerous” and “violent”, or 
that people with depression are just “not trying hard enough.” 

A yet another reason behind the negative moral framing of men-
tal health on News could stem from particular media house’s un-
derlying political ideology. News platforms, from those covering le-
gitimate news to those using viral and yellow journalism are trying 
their best to cover narratives that their (polarized) audience expects 
to see [140]. But can this political bias explain the negative moral 
framings of mental health in news media? Recently, Munsch et al. 
[101] showed that liberalism and conservatism are associated with 
qualitatively diferent psychological concerns, notably those linked 
to morality. Strupp-Levitsky et al. [128] complementarily found 
that political conservatives align more with the “binding” moral 
foundations (in-group loyalty, respect for authority, and purity) 
which, in turn, are associated with epistemic and existential needs 
to reduce uncertainty, threat, and system justifcation tendencies. 
In contrast, liberals demonstrate the “individualizing” foundations 
(fairness and avoidance of harm), which are more associated with 
empathic motivation. Our fndings show that the binding foun-
dations fare more prominently in news articles, bringing about a 
less compassionate framing of mental health. This could refect the 
presence of more conservative-leaning news articles in our corpus, 
an aspect that may be explored more thoroughly in future research. 

6.2 Implications of Viceful and Stigmatizing 
Framings on Marginalization 

Our fndings ofer important implications that are relevant to un-
derstand media trust, or the lack thereof, among marginalized com-
munities. Scholars have defned marginalization as a “lack of inte-
gration and the status as an ‘outsider’; with respect to dominant 
cultures” [11]. Marginalized communities, including those with 
mental illness, are confronted with issues resulting from their so-
cial identity, such as exclusion, invisibility, misrepresentation, and 
hate speech, not just in ofine contexts, but increasingly so, on-
line [26, 103, 144]. This is because while topics representing their 

voices and needs may be present in their social bubbles, the broader 
media narratives are perceived to fuel discrimination, and other sys-
temic barriers and biases [36]. When mental health issues, on news 
or in social media, are framed with viceful moral foundations and 
exhibit stigmatizing stances, as our results showed, such discourse 
may further erode media trust. Such skepticism has been connected 
to medical disenfranchisement, compounding access disparities for 
people with mental health struggles [64]. Gibney [48] noted a “crisis 
of trust” that emerged particularly during the COVID-19 pandemic, 
deepening beliefs that those marginalized in mental health care are 
not “going to be treated fairly and equally in the healthcare system, 
and that [...] the system is not only fawed but actively out to get 
them.” Consequently, the negative stereotypes and unfounded fears 
based on misperceptions included in the paraphrased exemplars of 
tweets and news article excerpts provided in Section 5, risk leading 
to resistance to community based treatment programs, as well as 
underfunding of mental health research and facilities. 

Related to the issue of media skepticism is the issue of media 
framings shaping consumers’ mental models of news sources. We 
have witnessed a remarkable increase in distrust of public institu-
tions [133]. Legacy media is often perceived to be part of the overall 
social and political elite formation [118], adopting an approach that 
abandons the less advantaged and promotes the interests of the 
elite, in turn, introducing a new element to traditional political pop-
ulism, both from right-wing and left-radical factions [40]. Negative 
moral framings on media, as observed in our work, are likely to call 
a media outlet’s reliability and impartiality into question, aligning 
with mental models that deepen cynicism about social and political 
institutions, including mental health ones on psychiatric treatment 
and institutionalized care. In the following subsection, we suggest 
possible approaches to address these implications. 

6.3 Recommendations to Support Improved 
Mental Health Framing 

In the past few decades, there have been remarkable attempts to 
raise mental health awareness and abate stigma through a variety 
of public health campaigns, such as through advocacy work, giving 
face to the struggle of mental illness, celebrity disclosures, or by 
tapping into public psyche via social infuencers [129]. And still, 
despite these eforts, our fndings reveal a mismatch between how 
people think about mental health – as indicated in tweets and news 
articles – and what public health messaging on mental health has 
been striving for. We argue that these fndings call for more work 
to be done to change the current framings of mental health in the 
public consciousness. 

To prevent morally unsound and stigmatized reporting from 
harming communities marginalized by mental illness, media pro-
fessionals should uphold their ethical duty and defend the rights 
of these populations, as well as speak with truth and compassion. 
Specifcally, our fndings may be utilized to underscore that journal-
istic resource guides are further strengthened, taking inspiration 
from the social psychology literature, like the MFT, to promote 
improved strategies for reporting mental health conditions. There 
is evidence that modifcation of reporting on suicidal behavior is 
feasible and can be efective [62]. Several studies have measured the 
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style of media reporting about suicide before and after recommen-
dations for media were launched [45] or before and after trainings 
for editors and journalists were given [134]. This indicates that 
adapting recommendations for improved moral framing of mental 
health on news media can have practical positive outcomes on 
the ground. Journalists are already suggested to prevent the use 
of derogatory language in writing as it contributes to the nega-
tive attitudes about mental illness that keep people from seeking 
treatment [131]. However, these guidelines do not foreground the 
need to consider the writer’s underlying moral stance. Since our 
fndings show that a lack of awareness or refection of morality can 
aggrandize stigma, we suggest journalists to use a Care, Fairness, 
or Sanctity based moral frame that prevents narratives linking men-
tal illness with violence or portraying people with mental health 
problems as dangerous, criminal, evil, or disabled and unable to live 
responsible, fulflling lives. Choosing to center news framing on 
these moral foundations will also ensure that value-neutral terms 
are used and over-simplifcation of circumstances is prevented, such 
as preferring to say “she had struggles managing work and school, 
ever since she was diagnosed with an anxiety disorder,” instead of 
“she has missed work and school because she sufers from anxiety.” 
Our fndings also call for new constructive partnerships between 
media professionals and mental health experts – a direction that 
echoes views of other scholars [5]. Additionally, with the emergence 
of computational or automated journalism, there is an increased 
emphasis on adopting practices to ensure accurate, impartial, and 
transparent reporting [1]. Some suggested ways are to publicise 
curation mechanisms [30] and explore algorithmic accountabil-
ity [4]. These strategies are shown to evoke normative arguments 
and enhance emotional engagement [30], aspects that ft well with 
exacerbating stigma in news media mental health reporting. 

Moreover, the pervasive presence of stigma calls for relevant 
resource guides that could be useful to both the general public (on 
social media) and the professional journalists (on news media) and 
can help to reduce negative stereotypical framings associated with 
mental disorders and be more aware of the social consequences 
of specifc framings. AI-mediated communication in healthcare 
is already supporting a variety of tasks that allow individuals to 
seek and receive help, help medical professionals connect with 
patients, and provide therapeutic outcomes for treating mental ill-
ness [17, 47, 121]. Framing guidelines for mental health will need 
to permeate the design of these tools, so that the end users can 
receive appropriate algorithmic recommendations or behavioral 
nudges on moral framing, while expressing their views or reporting 
information on mental health. Nudging is a well-researched and 
well-practiced approach in behavior change [142], and in recent 
social computing research, algorithmic nudging has been suggested 
as a viable way to build more functional online support commu-
nities, such as by providing suggestions for adequate linguistic 
accommodation to a community’s norms [122] or recommending 
writing styles conducive to self-disclosure [151]. Adopting similar 
techniques, in our work, algorithmic nudging may imply providing 
(near real-time) suggestions for virtuous moral foundation based 
alterations to text that includes a particular negative moral framing, 
thus also potentially facilitating the subconscious learning of writ-
ing in a destigmatizing manner. Specifcally, such alterations could 
follow recent works on empathic re-writing [121] – transforming 

low empathy content to higher empathy – to support better online 
mental health conversations. However, such algorithmic adjust-
ments warrant careful formulation, for instance by referring to 
theoretical models in psychotherapy research [24, 139], to avoid 
introduction of further negative attitudes and information distrust. 
Finally, with emerging research around conversational AI to sup-
port technology-mediated interactions, such guidelines will need 
to be considered even more carefully in the design of chatbots, as 
they are increasingly advocated for mental health [97]. 

Next, the strong association between negative moral framings 
and stigma in both Twitter and News not only bears implications 
for better reporting guidelines as elaborated above, but also opens 
up opportunities for platforms to empower and educate users to use 
more morally uplifting, destigmatizing language. They can surface 
pointers to educational resources and information campaigns, such 
as from the National Alliance on Mental Illness [114], to make users 
more aware and thoughtful in their mental health discourse. Social 
media platforms may even algorithmically promote content about 
campaigns of advocacy groups that seek to change the way people 
think and act about mental health challenges. Such eforts will need 
to be harmonious with recent eforts by platforms like Twitter to 
support “healthy conversations”2. For instance, without silence 
speech altogether, stigmatizing frames may be algorithmically de-
emphasized, while inclusive frames may be prioritized in users’ 
timelines. This way, mental health disclosers would feel that there 
is no shame in talking about their situation, and that social media 
platforms are indeed the “safe spaces” [155] they aspire to be. 

6.4 Limitations and Future Work 
We note some limitations in this research. First, although we look 
at various widely used publicly available news datasets, there is an 
absence of relevant datasets or news article repositories specifc to 
mental health. Future research could further expand our dataset 
with more relevant news articles. Second, our current work only 
looks at the moral foundation based framing of the original tweets 
and news articles. It would be interesting to see how the framing of 
original posts infuences the audience by studying their reactions 
shared on the respective platforms, or if and how specifc moral 
or (de)-stigmatizing framings spread in the social network. This 
extension could further strengthen the motivation of our research 
by seeing whether or not certain language framings have an impact 
on consumers’ perception. Finally, this work only looks at one 
social media platform, Twitter. In future, it would be insightful to 
see whether or not the current fndings hold when this is extended 
to other social media platforms like Facebook or Snapchat that are 
close-knit, perhaps motivating people to not be too cautious of the 
content they post due to reaching a more homogeneous audience. 

7 CONCLUSION 
Problematic mental health framing in mass media has widespread 
negative impacts – it can exacerbate discrimination and prejudice 
that can make it difcult for individuals to admit to taking and 
benefting from treatment. Through this work, we sought to under-
stand the moral foundations of the general public and journalists 
surrounding mental health discourse on social and news media. 
2https://about.twitter.com/en/our-priorities/healthy-conversations 

https://2https://about.twitter.com/en/our-priorities/healthy-conversations
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Driven by a BERT-based embedding framework that was used to 
score Twitter posts and news articles against the fve moral foun-
dations within the Moral Foundations Theory, we found notable 
diferences between the mental health moral framings on the two 
platforms. With a newly introduced language representation based 
lexical resource for Approval/Stigma, we further discovered that 
although tweets espoused more compassionate and justice-oriented 
moral values compared to news articles, stigmatizing framing was 
widely prevalent on both sources. In fact, when tweets or news 
articles wrote with more vicious morality, they amplifed stigmatiz-
ing perspectives as well. Our research contributes to designing and 
augmenting safe reporting guidelines for mental health in mass 
media, and ofers design opportunities to social media platforms to 
facilitate “healthy” and inclusive mental health conversations. 
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APPENDIX 

A VALIDATION OF THE PROPOSED 
APPROACH 

To what extent does our BERT-based framework capture the un-
derlying moral foundations of a tweet or a news article? Following 
prior work [94, 113], we validated our method using the publicly 
available Moral Foundations Twitter Corpus (MFTC) [66]. MFTC 
consists of 31,108 tweets that cover seven discourse topics: All Lives 
Matter (ALM), Black Lives Matter (BLM), the Baltimore protests, 
the 2016 Presidential election, hate speech, Hurricane Sandy, and 
#MeToo. These tweets were hand-annotated by at least 3 trained 
annotators for the 10 categories of moral sentiments (virtue and 
vice dimensions considered separately for the fve foundations.) 

We verifed the proposed BERT-based method by comparing 
the moral foundation category labels assigned via our framework 
against the ground truth annotations, for tweets in MFTC. Using the 
approach described in Section 4.3, the extracted sentence level BERT 
embedding for each tweet present in MFTC was scored against the 
fve moral foundation embedding vectors using the cosine similar-
ity metric, resulting in a fve element feature vector. For instance, 
comparing a tweet against the Care/Harm moral foundation gen-
erated a cosine similarity score such that, a score greater (lesser) 

than 0 (the selected threshold value) is indicative of alignment with 
Care (Harm). Finally, each tweet was assigned the moral sentiment 
category that received the highest absolute score. 

Furthermore, to assess the reliability of BERT-based embeddings 
we compared the performance of our framework with an existing 
work [94] – that adopts Moral Foundation Theory to study partisan-
ship in news media. [94] uses GloVe-based [108] word embeddings 
to generate representation of the fve moral foundations, and scores 
tweets by calculating a weighted (by word count) average of co-
sine similarity between each individual word’s GloVe embedding 
in the tweet and the fve vector representations for the fve moral 
foundations. Table A1 summarizes the performance of our method 
and [94] for assigning the moral foundation categories to tweets 
in MFTC. We report results for each moral foundation separately, 
combining the virtue and vice facets. From Table A1 it can be seen 
that our method outperforms the GloVe-based framework, empha-
sizing the importance of capturing relationships between words 
using a contextualized sequence encoder like BERT, for a better 
representation of moral framing in text. Lastly, we also validated 
the choice of 0 as a threshold value. Experimenting with other 
thresholds between -1 and 1 resulted in decreased performance on 
MFTC, making 0 an empirically sound choice. 

Table A1: Performance of our framework on MFTC compared 
to the GloVe embedding framework [94] across all the fve 
moral foundations. 

Moral Foundation 

Care/Harm 
Fairness/Cheating 
Loyalty/Betrayal 
Authority/Subversion 
Sanctity/Degradation 

Precision 
GloVe Ours 
0.68 0.75 
0.66 0.78 
0.72 0.83 
0.81 0.87 
0.84 0.91 

Recall 
GloVe Ours 
0.71 0.77 
0.73 0.79 
0.74 0.86 
0.82 0.86 
0.86 0.94 

F1-score 
GloVe Ours 
0.70 0.76 
0.69 0.78 
0.73 0.84 
0.81 0.86 
0.85 0.92 

B REGULAR EXPRESSION QUERIES TO 
FILTER PERSONAL SELF-DISCLOSURES 

Table A2 provides the regular expression queries used to flter 
personal self-disclosures. 

C APPROVAL/STIGMA DICTIONARY 
Table A3 lists the keywords present in our Approval and Stigma 
dictionaries. 
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Table A2: Regular expression queries used to flter tweets containing personal self-disclosures of a mental health condition. 

Regular expression query Keyword 

i (am | was | have been) diagnosed with 
i (think i) have 
diagnosed me with 

(anxiety | depression | mental illness | bpd |
ptsd | schizophrenia | mental disorder |
social anxiety | anorexia | bulimia |
binge eating disorder | eating disorder) 

i (am | was | have been) suicidal 
i (am thinking | have thought | though) about suicide 
i (attempted | considered) suicide 

i (am | was | have been) (schizophrenic | depressed | anorexic |
bulimic | bipolar) 

i (used to) (self-harm | self harm) 
i feel (depressed | bipolar) 
i (had | am having) a/an (panic attack | anxiety attack) 

Table A3: Keywords in the Approval/Stigma dictionaries. 

Dimension Keywords 

Approval 

respect, support, endorse, endorsement, sanction, valid, validation, accept, accepting, accredit, confrm, 
agree, agreement, compliance, cooperation, receipt, accedence, afrm afrmation, recognition, award, 
concurrence, admire, admiration, account, applause, favor, praise, regard, nod, accept, acceptation, acceptance, 
appreciate, matter, approbation, recommendation, acclaim, esteem, encourage, commendation, confrmation, 
confrming, laudable, permit, blessing, approve, approving, approval, countenance, accord, favour, repute, 
endorsed, vouched, backed, allow, allowed, supportive, accordance, admission, assent, consent, honor, accolade, 
glory, glorify, glorifcation, understandable, acknowledge, acknowledgement, okay, yes, condone, recommend, 
credit, commend, content, recognize, boost, promote, accommodate, take-in, receiving, welcome, value 

Stigma 

humiliation, disgrace, reject, rejection, rejected, outlaw, taboo, scorn, exclusion, despair, refuse, refusal, 
dishonor, dislike, disapproval, disfavor, disapprobation, dissatisfaction, displeasure, distrust, displeased, 
discontent, criticism, discouragement, shame, discredit, spot, blemish, defect, faw, sin, guilty, fault, faulty, 
derogation, derogatory, object, objection, fawed, admonishment, admonition, doom, abstaining, discord, hostile, 
hostility, turn-down, abnegation, exclude, exclusion, unnatural, unjustifable, shallow, embarrassment, 
embarrassing, reckless, defective, refrain, restrict, tarnish, stain, scar, censure, condemn, condemnation, 
stigmatizing, stigmatization, malign, maligning, prejudice, ignore, ignorance, discriminate, discrimination, 
reproach, disappointment, shut-out, cut-out, bar, neglect, disrepute, evil, weak, despise, indiference, shameful 
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