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Anyone Can Become a Troll:
Causes of Trolling Behavior in 
Online Discussions 
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Understanding troll ing lets us design ❤ com m unit ies

Im plicat ion
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healthier prosocial
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16M  posts on 16K ar t icles from                 .com
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Data
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Online Experiment Overview
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Online Experiment Overview
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Data Analysis: Understanding Mood
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Data Analysis: Understanding 
Discussion Context
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Trolling almost doubles in the negative 
mood and context condition
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Implications for Designing Better 
Discussion Platforms
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Class Discussion

Should platforms proactively alter the context of 
discussions? Who is the right stakeholder to do so?

How can the context of discussion be altered 
(technically) without taking away the essence of 
the discourse?
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Class Discussion

Should the same policy apply to all trolls, or 
the innately antisocial users need a different 
moderation policy?
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Class Discussion

How should we determine who is a troll 
and when are they trolling?
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Racism is a Virus: Anti-Asian 
Hate and Counterspeech in 
Social Media during the 
COVID-19 Crisis 



Building the COVID-HATE Dataset

Over 206 million tweets collected.

Utilization of specific keywords for data collection

Formation of a social network with more than 127 
million nodes.

Duration: January 15, 2020, to March 26, 2021.



Annotating Tweets: Hate, 
Counterspeech, Neutral

Definition of hate, counterspeech, and neutral tweets.

Process and results of hand-annotating 3355 tweets.



Classification

Text classifier using BERT embeddings.

Classifier's performance metrics.

Feature set Precision Recall F1 score

Anti-Asian hate tweet detection

Linguistic 0.541 0.233 0.323

Hashtag 0.100 0.002 0.005

BERT 0.765 0.760 0.762

Counterspeech tweet detection

Linguistic 0.483 0.189 0.267

Hashtag 0.800 0.029 0.056

BERT 0.839 0.868 0.853

Neutral tweet detection

Linguistic 0.632 0.891 0.739

Hashtag 0.591 0.999 0.743

BERT 0.886 0.874 0.880

TABLE III: Tweet classification performance of different fea-

ture sets with a neural network classifier. The BERT model

has the best classification performance in all three tasks.

annotators each independently labeled the same set of 3,255

tweets, which were randomly sampled from the collected

dataset. Since the majority of tweets were expected to be

neutral, we over-sampled tweets that contained anti-Asian

hate, and counterspeech terms. This ensured our labeling

process yielded sufficient hate and counterspeech tweets to

train a classifier. The annotation process took six weeks.

The two annotators agreed on 68% of the data, with Cohen’s

Kappa score of 0.448 for hate and 0.590 for counterspeech,

indicating a moderate inter-rater agreement that is typical of

hate speech annotation [5], [18]. We removed the tweets where

the two annotators disagreed and were left with 429 hate,

517 counterspeech, and 1,344 neutral tweets. The annotators

also identified 110 tweets containing hatefulness or aggression

towards non-Asian groups, which we drop too.

C. Anti-Asian Hate and Counterspeech Text Classifier

We use the annotated tweets to train a text-based machine

learning classifier to categorize tweets using the following

features: (1) L inguistic Features. This set contains a total of

90 features including stylistic, metadata, and psycholinguistic

patterns [14]; (2) Hashtag features. These features represent

the number of occurrences of each hashtag and keyword listed

in Table II; (3) Bert Tweet Embeddings. To incorporate word

and sentence-level semantics, we embed each tweet using the

BERT base uncased text embedding model, with fine-tuning,

and use a feed-forward layer for classification [19].

Model training. Similar to the BERT classifier, one-layer

feed-forward neural network classifiers are trained using lin-

guistic features and hashtag features. We conducted five-fold

cross validation and reported the performance in Table III,

finding BERT has the superior performance. Thus, we use the

BERT model to label the rest of the tweets, resulting in 1.337M

hate and 1.154M counterspeech tweets, which are used for

downstream analysis.

I I I . LONGITUDINAL CHARACTERIZATION OF

COVID-19 HATE AND COUNTERSPEECH

To characterize the temporal changes in trends, we compare

the statistics from the year 2020 (from January 15, 2020 to

Fig. 1: The number of hate and counterspeech tweets from

January 15, 2020–March 26, 2021.

Fig. 2: Distribution of the number of hate and counterspeech

tweets made by users shows a long tail pattern.

December 31, 2020) and the year 2021 (from January 1, 2021

to March 26, 2021).

A. The Ebb and Flow of Hate and Counterspeech

Here, we analyze the spread pattern of hate and counter-

speech, as shown in Figure 1. In 2020, the number of hate

and counterspeech tweets was negligible-to-low during the

early phases of the pandemic in January, 2020 and February,

2020. Later, the number increases and hate tweets outnumber

counterspeech tweets throughout the timeline during 2020.

Furthermore, we observe the spike in hate speech between

March 16, 2020 and March 19, 2020. However, after the

Atlanta Spa shooting on March 16, 2021 [20], there was

a dramatic increase in the number of counterspeech tweets

in March, 2021. Counterspeech tweets increased within one

week, while we observed that hateful tweets also surprisingly

rose. The spike in counterspeech signals the Twittersphere

expressing sympathy and solidarity towards the Asian com-

munity.

B. User Activity and Interaction Behavior

We analyze the properties of the users who produce hate

and counterspeech tweets. Following the tweet categorization

labels, we categorize users, based on their tweets, into one

of the following: hate, counterspeech, dual, or neutral. Hate

users makeat least one hate tweet but no counterspeech tweets.

Similarly, counterspeech users makeat least onecounterspeech

tweet but no hate tweet. Users who tweet from both categories

are categorized as dual users. Finally, users who make at least

one COVID-19 tweet (and thus, are part of our dataset), but no

hate or counterspeech tweets, are labeled as neutral. Among
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Trends Over Time: Hate vs. 
Counterspeech

Analysis of hate and counterspeech tweet volumes 
over 14 months.

Impact of specific events on tweet volumes.

Feature set Precision Recall F1 score

Anti-Asian hate tweet detection

Linguistic 0.541 0.233 0.323

Hashtag 0.100 0.002 0.005

BERT 0.765 0.760 0.762

Counterspeech tweet detection

Linguistic 0.483 0.189 0.267

Hashtag 0.800 0.029 0.056

BERT 0.839 0.868 0.853

Neutral tweet detection

Linguistic 0.632 0.891 0.739

Hashtag 0.591 0.999 0.743

BERT 0.886 0.874 0.880
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hate, and counterspeech terms. This ensured our labeling

process yielded sufficient hate and counterspeech tweets to

train a classifier. The annotation process took six weeks.

The two annotators agreed on 68% of the data, with Cohen’s

Kappa score of 0.448 for hate and 0.590 for counterspeech,

indicating a moderate inter-rater agreement that is typical of

hate speech annotation [5], [18]. We removed the tweets where

the two annotators disagreed and were left with 429 hate,

517 counterspeech, and 1,344 neutral tweets. The annotators

also identified 110 tweets containing hatefulness or aggression

towards non-Asian groups, which we drop too.

C. Anti-Asian Hate and Counterspeech Text Classifier

We use the annotated tweets to train a text-based machine

learning classifier to categorize tweets using the following

features: (1) L inguistic Features. This set contains a total of

90 features including stylistic, metadata, and psycholinguistic

patterns [14]; (2) Hashtag features. These features represent

the number of occurrences of each hashtag and keyword listed

in Table II; (3) Bert Tweet Embeddings. To incorporate word

and sentence-level semantics, we embed each tweet using the

BERT base uncased text embedding model, with fine-tuning,

and use a feed-forward layer for classification [19].

Model training. Similar to the BERT classifier, one-layer

feed-forward neural network classifiers are trained using lin-

guistic features and hashtag features. We conducted five-fold

cross validation and reported the performance in Table III,

finding BERT has the superior performance. Thus, we use the

BERT model to label the rest of the tweets, resulting in 1.337M

hate and 1.154M counterspeech tweets, which are used for

downstream analysis.

I I I . LONGITUDINAL CHARACTERIZATION OF
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To characterize the temporal changes in trends, we compare

the statistics from the year 2020 (from January 15, 2020 to
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December 31, 2020) and the year 2021 (from January 1, 2021

to March 26, 2021).

A. The Ebb and Flow of Hate and Counterspeech

Here, we analyze the spread pattern of hate and counter-

speech, as shown in Figure 1. In 2020, the number of hate

and counterspeech tweets was negligible-to-low during the

early phases of the pandemic in January, 2020 and February,

2020. Later, the number increases and hate tweets outnumber

counterspeech tweets throughout the timeline during 2020.

Furthermore, we observe the spike in hate speech between

March 16, 2020 and March 19, 2020. However, after the

Atlanta Spa shooting on March 16, 2021 [20], there was

a dramatic increase in the number of counterspeech tweets

in March, 2021. Counterspeech tweets increased within one

week, while we observed that hateful tweets also surprisingly

rose. The spike in counterspeech signals the Twittersphere

expressing sympathy and solidarity towards the Asian com-

munity.

B. User Activity and Interaction Behavior

We analyze the properties of the users who produce hate

and counterspeech tweets. Following the tweet categorization

labels, we categorize users, based on their tweets, into one

of the following: hate, counterspeech, dual, or neutral. Hate

users makeat least onehate tweet but no counterspeech tweets.

Similarly, counterspeech users makeat least one counterspeech

tweet but no hate tweet. Users who tweet from both categories

are categorized as dual users. Finally, users who make at least

one COVID-19 tweet (and thus, are part of our dataset), but no
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Do hateful and counterspeech users 
form polarized communities? 



Counterspeech's Influence on Hate 
Spread



Class Discussion

The study highlights the potential of counterspeech
as a tool for combating online hate, underscoring the 
importance of supportive and opposing voices in 
online communities.

Can counterspeech be encouraged? If so, how? Who 
should be responsible for it?



Class Discussion

Engaging in counterspeech can expose 
individuals to toxic content and potentially lead 
to psychological harm. What are the long-term 
effects on those who regularly engage in 
counterspeech, and how can they be 
supported?



Class Discussion

Can AI be effectively used to identify opportunities 
for counterspeech or even generate 
counterspeech responses? If so, what are the 
ethical and practical implications of AI-facilitated 
counterspeech?



Class Discussion

What connection do you see between the two 
studies?
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