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Extra Credit! CIOS Survey!

Please fill out the CIOS survey!

Reaching >= 80% CIOS survey response gets 
everybody 1% in extra credit!

CS 6474 (Grad Section) CS 4803-SC (Undergrad Section)



Experimental evidence of 
massive-scale emotional 
contagion through social 
networks





Facebook attempted to draw attention to the study’s claims about 
well-being. Lead author Adam Kramer wrote:
 The reason we did this research is because we care about the 

emotional impact of Facebook and the people that use our 
product. We felt that it was important to investigate the 
common worry that seeing friends post positive content 
leads to people feeling negative or left out. ... And we found 
the exact opposite to what was then the conventional 
wisdom: Seeing a certain kind of emotion (positive) 
encourages it rather than suppresses is [sic]. (2014)

Mike Schroepfer, Facebook’s Chief Technology Officer, later 
reiterated Kramer’s statement (2014).



If true, these findings could substantially 
alleviate concern that Facebook represents a 
threat to well-being. 

But the work also has significant 
methodological concerns. What are they?



However….

This experiment was widely criticized on ethical grounds 
regarding informed consent. 





Highlights of some findings…

• Living in a lab

Dear Mr. Zuckerburg, Last I checked, we did not decide to jump in a petri dish 
to be utilized at your disposal . . . We connect with our loved ones.

• Manipulation anxieties
Don’t be fooled, manipulating a mood is the ability to manipulate a mind. 
Political outcomes, commerce, and civil unrest are just a short list of things 
that can be controlled.

• Wake up, sheeple

Anyone who doesn’t realise that anything you put “out there” on Facebook 
(or any other social media site) is like shouting it through a bullhorn should 
have their internet competency licence revoked. We can’t blame all stupidity 
on some or other conspiracy...

• No big deal
A/B testing (i.e. basically what happened here) when software companies 
change content or algorithms for a subset of users happens *all the time*. 
It’s standard industry practice.



A key takeaway – 
consent is important!



Consent at Scale – why it is hard







The Case of Deleted Tweets/Social 
media posts



Also what about those who can‘t give 
consent any more? The case of dead people

Medieval view

Today‘s view

Things are muddled when it comes to dead people‘s
digital lives – legislation has not kept up with
technological change



Digital Wills and Beneficiaries (Forbes)

https://www.forbes.com/sites/bernardmarr/2017/02/01/what-really-happens-to-your-big-data-after-you-die/

… still particularly nascent when it comes 
to data stored by a third-party company



When there is no consent, researchers have 
poor understanding of what can go wrong, 
and “participants” or research subjects have 
limited understanding of risk.







Redo the emotion contagion study 
experimentally or with observational data, 
but in an ethical manner. What study design 
will you use?

Class Exercise I







And the risks of bad predictions?

• Erroneous machine learning models

• Bad scientific standards

• Improper causal assumptions

• Incorrect diagnosis and intervention

• Unaccountable actors

• Discrimination and injustice

• Privacy violations

• ...
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…the risks of good predictions?

• Feature over-engineering?

• Reproduce data biases

• Unaccountable actors

• Discrimination and injustice

• Inappropriate application areas

• Societal harms 

• Should we even predict something at all…?
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A Taxonomy of Ethical Tensions 
in Inferring Mental Health 
States from Social Media



Overview of Taxonomy

Participant and research oversight

Validity, interpretability, and methods 

Stakeholder implications



Analyze the challenges in the suicide 
prevention AI tool of Facebook. 
Analyze from the perspective of 1) 
informed consent; 2) 
methodology/algorithm; and 3) 
transparency.

Class Exercise II



Ethics Heuristics for Online Data 

Research: Beyond the Belmont 

Report
1. Focus on transparency 

Openness about data collection

Sharing results with community 
leaders or research subjects

2. Data minimization
Collecting only what you need to 
answer an RQ

Letting individuals opt out

Sharing data at aggregate levels

3. Increased caution in sharing results

4. Respect the norms of the contexts in which online 
data was generated.





An Ethical Path Forward…
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