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Can Large Language Models 
Transform Computational 
Social Science?





Overview of Tasks



Performance of zero-shot models





Do few-shot learning approaches improve performance?



Bigger LLMs do not necessarily indicate better performance



Expert scoring evaluations for zero-shot generation tasks show that leading generative models 
(davinci-003, GPT 3.5) can match or exceed the faithfulness, relevance, coherence, and fluency 
of both fine-tuned models (Baseline) and gold references (Human). 



Takeaways

• Integrate LLMs-in-the-loop to transform large-scale 
data labeling.

• Prioritize open-source LLMs for classification

• LLMs have limitations!

▪ All LLMs struggle most with conversational and full 
document data. Also, LLMs currently lack clear cross-
document reasoning capabilities

▪ Bias, fairness, temporal shifts, expert taxonomies

▪ Factuality



Are some of the methodological 
challenges we have been 
discussing in the past few classes 
being resolved by LLMs?







Semi-structured interviews with 

21 participants who used LLM-

based chatbots for Mental 

Health support from every 

permanently inhabited continent 

in the world

Framework of therapeutic 

alliance for analysis



LLM tools complemented, rather than replaced, traditional methods of  mental 

healthcare, filling gaps that participants experienced.

Sometimes you don't want a response at all. 

Like scream into the bot, and don’t want to get anything back. - Farah

I've spent a lot of effort and a lot of time in therapy working on how to regulate 

myself when I'm dysregulated. So ChatGPT hasn't really provided a meaningful 

reason for me to interact with it when I'm dysregulated due to autism symptoms 

but for ADHD and task paralysis, ChatGPT is excellent. - Ashwini





Cultural disconnects between their context and the LLM chatbot's output

Chatting with ChatGPT is like talking with a person in California, who is not as 

good at reflecting our cultures and terms. - Jiho

My mom or dad will say something discriminative to LGBTQ people, and I'm 

instantly stressed. I guess it's cultural background. I know that since [ChatGPT] has 

more of an American context, maybe it will be more inclusive. - Mina

I know that Western culture is not as strict when it comes to parents and children. For 

me being mad about this pressure, ChatGPT says I'm being rebellious. So I realize --- 

Okay, this is obviously a Western perspective, not an Asian perspective. - Aditi



Cultural Misalignment

Recommendations were incongruent with how participants would typically practice care, 

and were in line with Western cultural conceptualizations. 

[ChatGPT] gave suggestions around conventional European things, such as go to 

therapists, which we are not natural with. We don't really have therapists here. [...] 

When you ask Nigerians for support, the first answer they will give you is to pray. It’s a 

very religious country. - Umar

ChatGPT wasn’t in my culture, we normally pray as kind of meditation. It(ChatGPT) doesn't 

understand. Things that are like the stereotype person in Western Europe, or US. - Farah







XLingEval Framework

● XLingEval: a comprehensive cross-lingual framework to assess the 

behavior of LLMs in high-risk domains such as healthcare.

● Three criteria for evaluating LLMs:

○ Correctness

○ Consistency

○ Verifiability

● Evaluations across four languages -- English, Spanish, Chinese and Hindi 

and across two models -- GPT-3.5 and MedAlpaca [1]

[1] Tianyu Han, Lisa C Adams, Jens-Michalis Papaioannou, Paul Grundmann, Tom Oberhauser, Alexander Löser, Daniel Truhn, and Keno K Bressem. Medalpaca–an open-source collection of medical conversational ai models and training data. arXiv:2304.08247, 2023.



Correctness

Information Comparison (LLM Answer 

vs ground-truth Answer)

HealthQA LiveQA MedicationQA

en es zh hi en es zh hi en es zh hi

More comprehensive and appropriate 1013 891 878 575 226 213 212 142 618 547 509 407

Less comprehensive and appropriate 98 175 185 402 3 12 16 59 18 50 41 125

Neither contradictory nor similar 20 63 57 110 14 20 14 32 49 70 92 107

Contradictory 3 5 14 47 3 1 4 13 5 23 48 51



Consistency





Generative Agents: 
Interactive Simulacra of 
Human Behavior



Generative Agents: Simulating Human 
Behavior

• Agents mimic 
daily life: wake 
up, talk, reflect, 
plan

• Based on LLMs 
(e.g., GPT-3.5) 
extended with 
memory & 
planning

• 25 agents 
simulate a virtual 
town: 
“Smallville”



Emergent Social Behavior in Smallville

Agents Coordinate, Converse, and Remember

• Valentine’s Day party planning
• Information diffusion & relationship memory
• Coordination without explicit scripting



Evaluation

• Testing Individual and Group Dynamics

▪ Interview-based evaluation (memory, consistency, 
reflection)

▪ Ablation studies: removing 
reflection/memory/planning reduced believability

▪ Common errors: memory retrieval failure, over-
formality, hallucination



Social Computing Meets LLM Agents!

• What design spaces do generative agents open up?

• How might this influence how we design, maintain, 
or understand online communities?



What Comes Next?

• Can generative agents scale to hundreds or 
thousands?

• Could this architecture apply to real-world social 
media bots?



What Comes Next?

• How do we avoid uncanny or manipulative 
dynamics?
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