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CHATGPT IS A BLURRY JPEG OF THE WEDB

Opendls chatbot offers paraphrases, whereas Google offers quotes. Which do we prefer?

By Ted Chiang
February 9, 2023
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Some Glimpse AGI in ChatGPT. Others Call It a Mirage

A new generation of Al algorithms can feel like they’re reaching artificial general intelligence—but it’s not clear how to measure that.
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Abstract

The exceptionally rapid development of highly flexible, reusable artificial intelligence (Al)
models is likely to usher in newfound capabilities in medicine. We propose a new paradigm
for medical Al, which we refer to as generalist medical Al (GMAI). GMAI models will be capable

of carrying out a diverse set of tasks using very little or no task-specific labelled data. Built



Can Large Language Models
Transform Computational
Social Science?
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Overview of Tasks

Dataset Size Classes
Generation Tasks 500 —

Utterance Level

Dialect 266 23
Persuasion 399 7
Impl. Hate 498 6
Emotion 498 6
Figurative 500 4
Ideology 498 3
Stance 435 3
Humor 500 2
Misinfo 500 2
Semantic Chng 344 2

Dataset Size Classes
Conversation Level
Discourse 497 7
Politeness 498 3
Empathy 498 3
Toxicity 500 2
Power 500 2
Persuasion 434 2
Document Level

Event Arg. 283 =
Evt. Surprisal 240 -
Tropes 114 114
Ideology 498 3




Performance of zero-shot models

Model | Baselines FLAN-T5 FLAN text-001 text-002  text-003 Chat
Data Rand Finetune Small Base Large XL XXL UL2 Ada Babb. Curie Dav. Davincd Davincd GPT3.5 GPT4
Utterance Level Tasks
Dialect 33 3.0 0.2 45 234 24.8 30.3 32.9 0.5 0.5 1.2 9.1 17.1 14.7 11.7 23.2
Emotion 16.7 71.6 198 638 69.7 65.7 66.2 70.8 6.4 4.9 6.6 19.7 36.8 44.0 47.1 50.6
Figurative 25.0 99.2 16.6 232 18.0 322 53.2 62.3 100 152 100 194 45.6 57.8 48.6 17.5
Humor 49.5 73.1 51.8 371 549 56.9 29.9 56.8 387 333 347 292 29.7 33.0 433 61.3
Ideology 33.3 64.8 186  23.7 43.0 47.6 53.1 46.4 39.7 251 252 231 46.0 46.8 43.1 60.0
Impl. Hate 16.7 62.5 74 144 7.2 323 29.6 32.0 71 7.8 49 9.2 18.4 19.2 16.3 3.7
Misinfo 50.0 81.6 333 532 64.8 68.7 69.6 774 458  36.2 415 423 70.2 73.7 55.0 269
Persuasion 14.3 52.0 3.6 10.4 375 321 45.7 43.5 3.6 53 4.7 11.3 21.6 17.5 23.3 56.4
Sem. Chng. 50.0 62.3 335 410 56.9 52.0 36.3 41.6 328 389 413 357 419 374 442 212
Stance 333 36.1 252 36.6 422 432 49.1 48.1 18.1 17.7 17.2 35.6 464 41.3 48.0 76.0
Conversation Level Tasks
Discourse 14.3 49.6 42 215 336 37.8 50.6 39.6 6.6 9.6 43 114 35.1 36.4 354 16.7
Empathy 33.3 71.6 16.7 16.7 221 21.2 35.9 347 245 17.6 27.6 16.8 16.9 17.4 22.6 6.4
Persuasion 50.0 333 9.2 11.0 11.3 8.4 41.8 43.1 6.9 6.7 6.7 333 333 53.9 51.7 28.6
Politeness 333 75.8 224 424 447 57.2 51.9 534 167 171 339 221 331 39.4 51.1 59.7
Power 49.5 727 466  48.0 40.8 55.6 52.6 56.9 431 3958 375 369 39.2 51.9 56.5 42.0
Toxicity 50.0 64.6 438 404 425 434 34.0 48.2 414 342 334 348 41.8 46.9 312 554
Document Level Tasks
Event Arg. 223 65.1 - - - - - - - - 8.6 8.6 21.6 229 223 23.0
Event Det. 0.4 75.8 9.8 7.0 1.0 10.9 41.8 50.6 298 473 474 444 48.8 524 51.3 14.8
Ideology 33.3 85.1 240 192 28.3 29.0 42.4 38.8 221 268 189 215 428 434 447 51.5
Tropes 36.9 - 1.7 8.4 13.7 14.6 19.0 28.6 7.7 12.8 16.7 15.2 16.3 26.6 36.9 449




Dataset Best Model F1 k  Agreement
Utterance-Level
Dialect flan-ul2 329 0.15 poor
Emotion flan-ul2 70.8 0.65 good
Figurative flan-ul2 62.3 0.52 moderate
Humor gpt-4 613 0.23 fair
Ideology davinci-002  60.0 0.40 moderate
Impl. Hate flan-ul2 323 0.20 fair
Misinfo flan-ul2 774 0.55 moderate
Persuasion gpt-4 56.4 0.51 moderate
Semantic Chng. | flan-t5-large  56.9 0.14 poor
Stance gpt-3.5-turbo  72.0 0.58 moderate

Dataset | Best Model F1 k  Agreement
Convo-Level
Discourse | flan-t5-xxI ~ 50.6 0.45 moderate
Empathy flan-t5-xxI 359 0.04 poor
Persuasion | davinci-003 53.9 0.14 poor
Politeness | flan-t5-xl 59.2 0.38 fair
Power gpt-4 59.7 0.26 fair
Toxicity gpt-4 554 0.11 poor
Document-Level
Ideology gpt-4 51.5 051 moderate
Event Det. | gpt-4 23.0 n/a -
Tropes gpt-4 449 n/a -



Do few-shot learning approaches improve performance?

Model FLAN Small FLAN Base FLAN Large FLAN XL FLAN XXL FLAN UL2

Shot 0 3 5 0 3 5 0 3 5 0 3 5 0 3 5 0 3 5

Dialect 02 00 04| 45 00 14234 07 141|248 80 205|303 02 299|329 126 275
Emotion 19.8 106 10.1 | 63.8 42.7 42.0|69.7 676 674|657 621 625|662 618 574|708 700 69.8
Figurative |16.6 100 92232 291 273|180 218 19.6 | 322 279 285|532 526 662|623 527 620
Humor 51.8 52.8 53.1 |37.1 351 34.7|549 540 538|569 57.0 56.7 | 299 348 353 |56.8 555 b54.1
Ideology 18.6 16.7 24.0 | 23.7 226 383 |43.0 473 455|476 488 504 |53.1 529 57.7|464 369 515
Impl. Hate 74 68 62144 211 74| 72 93 47323 285 346|296 316 351|320 295 259
Misinfo 333 333 333|532 453 59.7 | 648 648 642 |68.7 672 69.7 | 696 749 744|774 537 764
Persuasion | 3.6 36 36/|104 108 73375 39.0 377|321 443 418|457 44.6 48.6 | 43.5 422 40.1
Sem. Chng. | 33.5 33.3 34.0 | 41.0 35.7 41.7 | 569 488 60.4 |52.0 408 356 |36.3 340 333|416 625 34.6
Stance 252 167 29.6 | 36.6 18.1 36.6 | 422 418 39.8 432 521 462 |49.1 46.0 48.7 | 481 55.6 547
Discourse 42 40 75215 181 207|336 3.6 346|378 36 38.0|506 36 434|396 36 391
Empathy 16.7 16.7 16.7 |16.7 16.7 16.7 | 221 16.7 171|212 304 228|359 298 282|347 415 39.6
Persuasion | 9.2 559 45.0|11.0 55.0 48.7 | 113 54.6 51.7 | 84 428 43.8 418 388 352|431 449 46.1
Politeness | 22.4 16.7 20.1 | 424 239 354 |44.7 445 519|572 277 504|519 442 503|534 436 53.9
Power 46.6 445 33.3 | 48.0 398 414 |40.8 455 435 |55.6 589 60.2 |526 520 62.6 |569 572 57.5
Toxicity 438 46.7 333|404 347 544|425 347 367|434 387 49.2|34.0 333 351|482 447 525
Ideology 240 167 192 192 16.6 213|283 170 179 |29.0 317 270|424 485 479|388 38.9 39.7
Tropes 17 51 34| 84 51 34137 100 116|146 84 100|190 84 6.8 |28.6 273 246




Bigger LLMs do not necessarily indicate better performance
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Expert scoring evaluations for zero-shot generation tasks show that leading generative models
(davinci-003, GPT 3.5) can match or exceed the faithfulness, relevance, coherence, and fluency
of both fine-tuned models (Baseline) and gold references (Human).

Aspect-Based Summarization (COVIDET) Implied Misinformation Explanation (MRF)
Model | Faithful Relevant Coherent Fluent Model | Faithful Relevant Coherent Fluent
Baseline 2.1 2.3 2.1 2.6~ Baseline 34 3.5 3.7 42
ada-001 1.8 1.8~ 24 3.6 ada-001 1.1- 1.1~ 2.0° 45
babbage-001 2.0 2.0 2.3 3.7 babbage-001 1.6™ 1.7 2,57 43
curie-001 2.3 2.3 2.6 3.8 curie-001 2.6~ 27 3.1 44
davinci-001 23 24 25 39 davinci-001 1.7 1.7 2.5 4.5
davinci-002 24 2.5 3.2 4.0 davinci-002 3.9+ 41+ 4.3+ 4.9+
davinci-003 29 2.8 3.0 41" davinci-003 3.1 3.4 3.9 45
GPT 3.5 3.9* 35T 3.8" 45t GPT 3.5 3.7+ 3.9 4.2+ 4.9+
GPT 4 3.7% 3.3t 3.8 447% GPT 4 3.7 39 4.1 4.5
Human 2.8 2.6 2.8 3.8 Human 35 3.7 3.9 4.4

Figurative Language Explanation (FLUTE) Social Bias Inference (SBIC)
Model | Faithful Relevant Coherent Fluent Model | Faithful Relevant Coherent Fluent
Baseline 1.4~ 1.7 1.4~ 4.2 Baseline 1.9- 2.1° 217 1.9-
ada-001 1.4 1.5 15 3.9 ada-001 24 2.2 2.7 3.3"
babbage-001 1.4~ 1.9” 1.5” 3.9° babbage-001 3.1 3.1 3.6t 3.8
curie-001 1.5 2.3° 1.7~ 4.1 curie—001 3.4 33 3.9+ 4.5+
davinci-001 1.2- 1.9~ 1.5- 4.1 davinci-001 34 34 3.8+ 3.9+
davinci-002 25 34 2.5 4.1 davinci-002 3.7F 35 4.1+t 4.2+
davineci-003 3.0 4.0 3.1 41+ davinci-003 35 34 41" 4.4%
GPT 3.5 21 3.6 2.5 41 GPT 3.5 4.0" 3.7+ 4.2+ 4.2+
GPT 4 21 33 24 4.0 GPT 4 4.1" 3.8+" 4.2+ 4.6
Human 2.8 4.0 26 42 Human 2.9 3.0 3.1 2.6

Positive Reframing Annotator Backgrounds

Model | Faithful Relevant Coherent Fluent Task | Education Profession
Baseline 4.1 4.2 3.9 44 COVIDET MS, CDC Health
ada-001 1.8~ 1.4~ 1.87 16~ Health Ed. Comm. Specialist
babbage—-001 3.8 257 3.8 3.7 MRF BA, Grad Student,
curie-001 4.1 3.7 4.1 39 Poli. Sci. Public Policy
davinei-001 3.5 4.0 33" 41 FLUTE MFA, Writing Expert,
davinci-002 4.0 3.9° 4.0 4.2 Creat. Writing Grammarly
davinci-003 4.4 4.5% 42 4.6" SBIC BS, Grad Student,
GPT 3.5 43 43 42 44 Journalism Epidemiology
GPT 4 41 43 41 42 Reframing BA, Clinical Behavioral
Human 492 42 41 42 Psychology Health, Nurse
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Integrate LLMs-in-the-loop to transform large-scale
data labeling.

Prioritize open-source LLMs for classification

LLMs have limitations!

= All LLMs struggle most with conversational and full
document data. Also, LLMs currently lack clear cross-
document reasoning capabilities

= Bias, fairness, temporal shifts, expert taxonomies
= Factuality



Are some of the methodological
challenges we have been
discussing in the past few classes
being resolved by LLMs?
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Busnessweek People Are Using Al for Therapy, Even
V) Though ChatGPT Wasn't Built for It

Some users see it as a way to supplement traditional mental health services, despite
troubling privacy implications.



The Typing Cure: Experiences with Large Language Model
Chatbots for Mental Health Support

INHWA SONG", KAIST, Republic of Korea

SACHIN R. PENDSE®, Georgia Institute of Technology, USA

NEHA KUMAR, Georgia Institute of Technology, USA

MUNMUN DE CHOUDHURY, Georgia Institute of Technology, USA

People experiencing severe distress increasingly use Large Language Model (LLM) chatbots as mental health
support tools. Discussions on social media have described how engagements were lifesaving for some, but ev-
idence suggests that general-purpose LLM chatbots also have notable risks that could endanger the welfare of
users if not designed responsibly. In this study, we investigate the lived experiences of people who have used
LLM chatbots for mental health support. We build on interviews with 21 individuals from globally diverse
backgrounds to analyze how users create unique support roles for their chatbots, fill in gaps in everyday care,
and navigate associated cultural limitations when seeking support from chatbots. We ground our analysis
in psychotherapy literature around effective support, and introduce the concept of therapeutic alignment, or
aligning AI with therapeutic values for mental health contexts. Our study offers recommendations for how
designers can approach the ethical and effective use of LLM chatbots and other AI mental health support
tools in mental health care.

Additional Key Words and Phrases: human-Al interaction, mental health support, large language models,
chatbots

1 INTRODUCTION

One in two people globally will experience a mental health disorder over the course of their life-
time [34]. The vast majority of these individuals will not find accessible care [15, 68], and many
of these individuals will die early and preventable deaths as a result [33]. Research from the field
of Computer-Supported Cooperative Work (CSCW), including the emergent area of Human-Alin-
teraction, has increasingly examined the societal gaps that prevent people in need from accessing
care, and analyzed how people turn to technology-mediated support to fill those gaps [14, 27, 44].
Large Language Model (LLM) chatbots have quickly become one such tool, quickly appropriated
for mental health support by people experiencing severe distress and nowhere else to turn.
Recent work has discussed how people in distress have turned to LLM chatbots (such as Ope-
nATl's ChatGPT [8, 10] and Replika [28]) for mental health support, and social media users have
described how LLM chatbots saved their lives [10, 47]. Following Freud and Breuer’s [19] descrip-
tion of the beneficial nature of psychoanalysis as a “talking cure] some have called engagements
with technologies for mental health a typing cure [22, 40, 51]. However, others have cautioned
against the use of LLM chatbots for mental health support, noting that the outputs of LLM chat-
bots are less constrained than the rule-based chatbots of the past, with potential for harmful advice
or recommendations. For example, the National Eating Disorder Association was forced to shut
down their support chatbot in July 2023 after the chatbot provided harmful recommendations to
users, including weight loss and dieting advice to users who may already have been struggling
with disordered eating [10, 25, 75]. These harms have been demonstrated to have real-life and
lethal consequences, with the confirmed death by suicide of a man who was encouraged to end

*The first two authors contributed equally to this research.

Authors’ addresses: Inhwa Song, KAIST, Daejeon, Republic of Korea, igreen0485@kaist.ac.kr; Sachin R. Pendse, Georgia
Institute of Technology, Atlanta, GA, USA, sachin rpendse@gatech.edu; Neha Kumar, Georgia Institute of Technology,
Atlanta, GA, USA, neha kumar@gatech.edu; Munmun De Choudhury, Georgia Institute of Technology, Atlanta, GA, USA,
munmund@gatech.edu.



Semi-structured interviews with
21 participants who used LLM-
based chatbots for Mental
Health support from every
permanently inhabited continent
in the world

Framework of therapeutic
alliance for analysis
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LLM tools complemented, rather than replaced, traditional methods of mental
healthcare, filling gaps that participants experienced.

Sometimes you don't want a response at all.
Like scream into the bot, and don’t want to get anything back. - Farah

I've spent a lot of effort and a lot of time in therapy working on how to regulate
myself when I'm dysregulated. So ChatGPT hasn't really provided a meaningful
reason for me to interact with it when I'm dysregulated due to autism symptoms
but for ADHD and task paralysis, ChatGPT is excellent. - Ashwini



Human-Al Collaboration Enables More Empathic
Conversations in Text-based Peer-to-Peer Mental
Health Support
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Abstract

Advances in artificial intelligence (Al) are enabling systems that augment and collaborate with humans
to perform simple, mechanistic tasks like scheduling meetings and grammar-checking text. However,
such Human-Al collaboration poses challenges for more complex, creative tasks, such as carrying out
empathic conversations, due to difficulties of Al systems in understanding complex human emotions and
the open-ended nature of these tasks. Here, we focus on peer-to-peer mental health support, a setting
in which empathy is critical for success, and examine how Al can collaborate with humans to facilitate
peer empathy during textual, online supportive conversations. We develop HAILEY, an Al-in-the-loop
agent that provides just-in-time feedback to help participants who provide support (peer supporters)
respond more empathically to those seeking help (support seekers). We evaluate HAILEY in a non-clinical
randomized controlled trial with real-world peer supporters on TalkLife (N=300), a large online peer-to-
peer support platform. We show that our Human- Al collaboration approach leads to a 19.60% increase
in conversational empathy between peers overall. Furthermore, we find a larger 38.88% increase in
empathy within the subsample of peer supporters who self-identify as experiencing difficulty providing
support. We systematically analyze the Human-Al collaboration patterns and find that peer supporters
are able to use the Al feedback both directly and indirectly without becoming overly reliant on Al while
reporting improved self-efficacy post-feedback. Our findings demonstrate the potential of feedback-driven,
Al-in-the-loop writing systems to empower humans in open-ended, social, creative tasks such as empathic
conversations.

Introduction

As artificial intelligence (Al) technologies continue to advance, Al systems have started to augment and
collaborate with humans in application domains ranging from e-commerce to healthcare'~?. In many and
especially in high-risk settings, such Human-Al collaboration has proven more robust and effective than
totally replacing humans with AI'*'', However, the collaboration faces dual challenges of developing
human-centered Al models to assist humans and designing human-facing interfaces for humans to interact
with the AT'>"'7_ For Al-assisted writing, for instance, we must build Al models that generate actionable
writing suggestions and simultaneously design human-facing systems that help people see, understand and
act on those suggestions just-in-time'723. Therefore, current Human-AI collaboration systems have been
restricted to simple, mechanistic tasks, like scheduling meetings, checking spelling and grammar, and



Cultural disconnects between their context and the LLM chatbot's output

Chatting with ChatGPT is like talking with a person in California, who is not as
good at reflecting our cultures and terms. - Jiho

| know that Western culture is not as strict when it comes to parents and children. For
me being mad about this pressure, ChatGPT says I'm being rebellious. So | realize ---
Okay, this is obviously a Western perspective, not an Asian perspective. - Aditi

My mom or dad will say something discriminative to LGBTQ people, and I'm
instantly stressed. | guess it's cultural background. | know that since [ChatGPT] has
more of an American context, maybe it will be more inclusive. - Mina



Cultural Misalignment

Recommendations were incongruent with how participants would typically practice care,
and were in line with Western cultural conceptualizations.

[ChatGPT] gave suggestions around conventional European things, such as go to
therapists, which we are not natural with. We don't really have therapists here. [...]
When you ask Nigerians for support, the first answer they will give you is to pray. It’s a
very religious country. - Umar

ChatGPT wasn’t in my culture, we normally pray as kind of meditation. I{(ChatGPT) doesn't
understand. Things that are like the stereotype person in Western Europe, or US. - Farah
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ABSTRACT

Large language models (LLMs) are transforming the ways the gen-
eral public accesses and consumes information. Their influence is
particularly pronounced in pivotal sectors like healthcare, where lay
individuals are increasingly appropriating LLMs as conversational
agents for everyday queries. While LLMs demonstrate impressive
language understanding and generation proficiencies, concerns re-
garding their safety remain paramount in these high-stake domains.
Moreover, the development of LLMs is disproportionately focused
on English. It remains unclear how these LLMs perform in the con-
text of non-English languages, a gap that is critical for ensuring
equity in the real-world use of these systems. This paper provides
a framework to investigate the effectiveness of LLMs as multi-
lingual dialogue systems for healthcare queries. Our empirically-
derived framework XLINGEvAL focuses on three fundamental crite-
ria for evaluating LLM responses to naturalistic human-authored
health-related questions: correctness, consistency, and verifiability.
Through extensive experiments on four major global languages,
including English, Spanish, Chinese, and Hindi, spanning three
expert-annotated large health Q&A datasets, and through an amal-
gamation of algorithmic and human-evaluation strategies, we found
a pronounced disparity in LLM responses across these languages,
indicating a need for enhanced cross-lingual capabilities. We further
propose XLINGHEALTH, a cross-lingual benchmark for examining
the multilingual capabilities of LLMs in the healthcare context. Qur
findings underscore the pressing need to bolster the cross-lingual
capacities of these models, and to provide an equitable information
ecosystem accessible to all
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Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner /author(s).

Preprint, October, 2023

© 2023 Copyright held by the ewner/author(s).

Gaurav Verma
Georgia Institute of Technology
Atlanta, GA, USA
gverma@gatech.edu

Yibo Hu
Georgia Institute of Technology
Atlanta, GA, USA
yibo.hu@gatech.edu

Srijan Kumar
Georgia Institute of Technology
Atlanta, GA, USA
srijan@gatech.edu

KEYWORDS

large language model, natural language processing, cross-lingual
evaluation, language disparity

Reference Format:

Yigiao Jin, Mohit Chandra, Gaurav Verma, Yibo Hu, Munmun De Choudhury,

and Srijan Kumar. 2023. Better to Ask in English: Cross-Lingual Evaluation
of Large Language Models for Healthcare Queries. Preprint. 18 pages.

18.12% secreasain
#romprunansive answars
‘2o non-Enghih
tanguages

Correciness

Guality af LLM answers
compared with ground-inuth

English

How often do | nead
an eyesig

%

Anewses in non-Englsh
fnguages am

Consistency
Similarity among LLM answars
less consistant

on average 13.2%

raguctien in F-1 scon

Verifiability
LLM's capaciy ta authenticate
the walidity of claims

£Con qué frecuancia
necesi men
s

Spanish ! Chinesa ( Hind|

fanguagas

Figure 1: We present XLiNGEvaL, a comprehensive frame-
work for assessing cross-lingual behaviors of LLMs for high
risk domains such as healthcare. We present XLINGHEALTH,
a cross-lingual benchmark for healthcare queries.

1 INTRODUCTION

Large language models (LLMs) have gained popularity due to their
ability to understand human language and deliver exceptional per-
formances in various tasks [1-4]. While LLMs have been used by
experts for downstream generative tasks [5, 6], their recent adoption
as dialogue systems has made them accessible to the general public,
especially with models like GPT-3.5 [7], GPT-4 [8], and Bard [9]
becoming widely available [10]. This expanded availability to LLMs
is expected to enhance access to education, healthcare, and digital
literacy [11, 12]. Especially in healthcare, LLMs exhibit significant
potential to simplify complex medical information into digestible
summaries, answer queries, support clinical decision-making, and
enhance health literacy among the general population [13, 14]. How-
ever, their adoption in healthcare domain brings two significant
challenges: ensuring safety and addressing language disparity.



XLingEval Framework

o XlLingEval: a comprehensive cross-lingual framework to assess the
behavior of LLMs in high-risk domains such as healthcare.

» Three criteria for evaluating LLMs:
o Correctness
o Consistency
o Verifiability

7
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» Evaluations across four languages -- English, Spanish, Chinese and Hindi

and across two models -- GPT-3.5 and MedAlpaca [1]

[1] Tianyu Han, Lisa C Adams, Jens-Michalis Pap dioannou, Paul Grundmann, Tom Oberhauser, Alexander Léser, Daniel Truhn, and Keno K Bressem. Med alpaca—an open-source collection of medical conversational ai modek and training data. arXiv:2304.08247, 2023.



Correctness

Information Comparison (LLM Answer HealthQA LiveQA MedicationQA
vs ground-truth Answer)

en es zh hi en es zh hi en es zh hi
More comprehensive and appropriate 1013 891 878 575 226 213 212 142 618 547 509 407
Less comprehensive and appropriate 98 175 185 402 3 12 16 59 18 50 41 125
Neither contradictory nor similar 20 63 57 110 14 20 14 32 49 70 92 107
Contradictory 3 5 14 47 3 1 4 13 5 23 48 51
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ABSTRACT

Large language models have abilities in creating high-volume human-
like texts and can be used to generate persuasive misinformation.
However, the risks remain under-explored. To address the gap, this
work first examined characteristics of Al-generated misinformation
(Al-misinfo) compared with human creations, and then evaluated
the applicability of existing solutions. We compiled human-created
COVID-19 misinformation and abstracted it into narrative prompts
for a language model to output Al-misinfo. We found significant
linguistic differences within human-AlI pairs, and patterns of Al-
misinfo in enhancing details, communicating uncertainties, draw-
ing conclusions, and simulating personal tones. While existing
models remained capable of classifying Al-misinfo, a significant
performance drop compared to human-misinfo was observed. Re-

Georgia Institute of Technology
Atlanta, GA, USA
munmund@gatech.edu

1 INTRODUCTION

The Coronavirus Disease (COVID-19) pandemic has brought atten-
tion to the proliferation of health misinformation!. From fake cures
to conspiracy theories, misinformation has led to substantial ad-
verse effects at the individual as well as societal levels. Examples of
such effects include mortality and hospital admissions [20, 48], pub-
lic fear and anxiety [79, 107], eroded trust in health institutions [87],
and exacerbated racial discrimination and stigma [41, 48]. Finding
ways to combat misinformation is therefore of critical importance
from the perspectives of both public health and governance. Manual
identification of misinformation is, however, extremely laborious
and often does not scale: a key issue given the rise of misinfor-
mation on social media [71]. As such, artificial intelligence (AI)
techniques have been touted as a timely and scalable solution for



Generative Agents:
Interactive Simulacra of
Human Behavior



Generative Agents: Simulating Human

Behavior

Agents mimic
daily life: wake
up, talk, reflect,
plan 'S, I v:_:_‘:.".':: w0
Based on LLMs A — S
(e.g., GPT-3.5) $e [ Lg : [-'_.}r:@
extended with & : -
memory &
planning

g Figure 1: Generative agents are believable simulacra of human behavior for interactive applications. In this work, we demonstrate

H I t H t generative agents by populating a sandbox environment, reminiscent of The Sims, with twenty-five agents. Users can observe
S I m u a e a VI r u a and intervene as agents plan their days, share news, form relationships, and coordinate group activities.
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Emergent Social Behavior in Smallville

Figure 4: At the beginning of the simulation, one agent is

initialized with an intent to organize a Valentine’s Day party. bty St s T ot - .

. . - . . . . . . —_—e [ a— L ——— 1ibrury _.::r:\'l'..w.'.‘. Lduns
Despite many poudfle points of failure in the ensuing chain w e ey & Pealler in dleeussing
of events—agents might not act on that intent, might forget R bours cesding ELaccan ressar o= macacis 1 Sia wmsazch whih a

to tell others, might not remember to show up—the Valen-
tine’s Day party does, in fact, occur, with a number of agents

gathering and intevacting. Figure 7: A reflection tree for Klaus Mueller. The agent's observations of the world, represented in the leaf nodes, are recursively

synthesized to derive Klaus's self-notion that he is highly dedicated to his research.

Agents Coordinate, Converse, and Remember

* Valentine’s Day party planning
* |Information diffusion & relationship memory
* Coordination without explicit scripting



Evaluation

Testing Individual and Group Dynamics

= Interview-based evaluation (memory, consistency,
reflection)

= Ablation studies: removing
reflection/memory/planning reduced believability

= Common errors: memory retrieval failure, over-
formality, hallucination



Social Computing Meets LLM Agents!

What design spaces do generative agents open up?

How might this influence how we design, maintain,
or understand online communities?



What Comes Next?

Can generative agents scale to hundreds or
thousands?

Could this architecture apply to real-world social
media bots?



What Comes Next?

How do we avoid uncanny or manipulative
dynamics?
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