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CS 6474/4803 Social Computing:
Bridging the Offline and the 
Online: Language





Language is the most common and reliable 
way for people to translate their internal 
thoughts and emotions into a form that 
others can understand. Words and language, 
then, are the very stuff of psychology and 
communication -- Tauszczik & Pennebaker



Diurnal and Seasonal Mood 
Vary with Work, Sleep, and Day 
length Across Diverse Cultures



Summary

• One of the early works examining relationship between social 
media mood and behavior and psychological theories.







Twitter is used by millions and both the 
papers extensively leverage this source of 
data in measuring mood and affect.

How does use of Twitter for this purpose address 
limitations in existing mood or affect 
measurement methods?



Twitter is used by millions and the paper 
extensively leverages this source of data in 
measuring mood and affect. 

But could Twitter also have bias?



How do you expect the results 
relating to mood to be different if 
the paper used: 1) Reddit 2) 
Instagram 3) Snapchat?



Class Exercise 
An important aspect of studying emotion and mood with social media like Twitter 
is that we have no knowledge if the displayed emotion is truly the emotion 
experienced by the respective individuals at the moment in time when a tweet 
was shared. That is, when a tweet says “So happy that the weather is cooling 
down”, was the person really feeling “happy” at that time?

This exercise will explore your ideas around going about assessing to what extent 
social media emotion and real emotion are consistent, if at all. Specifically, you 
need to present a study design, involving data analysis, to examine this question. 
You need to:

1. Argue whether this is a valid question to explore. Justify your argument with 
personal experience or other information/common knowledge/understanding 
of social media platforms.

2. Propose how you would measure true emotion of a person.
3. Propose how you would assess the relationship of an individual’s true emotion 

measured in step #2 and their manifested emotion on social media.
4. What do you expect to find based on step #3? Why?



Why is measuring mood useful? 
Some examples follow…



Modeling Public Mood and Emotion: Twitter 
Sentiment and Socioeconomic Phenomena 
– (Bollen, Pepe, Mao, 2010)



! "!! #!! $!! %!! &!! '!!

!
!
(!
&

!
(!
!

!
(!
&

!
("
!

)*+,

-
.
/
01
,
2.
/
34
5*
6
7

! "!! #!! $!! %!! &!! '!!

!
%

!
#

!
#

%

)*+,

-
.
/
01
,
2.
/
34
8!
9
*
:7

Figure 4: Raw POMS Confusion scores (left) vs.

their variance normalization (right).

1 standard deviation. This is used to highlight short-
term fluctuations of public mood as a result of partic-
ular short-term events;

2. Variance normalized: a 153 day, 6-dimensional time
series whose variance has been normalized to a scale
of 1 standard deviation. This is used to assess changing
mood levels over time in relation to long-term changes
in socio-economic indicators.

The results of our data collection, aggregation and time
series production outlined above are summarized in the mas-
ter diagram of Fig. 9. Starting from the top, Fig. 9 displays
for the period under study:

1. a timeline of the most important social, cultural, po-
litical and economic events;

2. the DJIA and WTI trend lines;
3. the time series extracted from our collection of tweets

for each of the POMS mood dimensions, z-score nor-
malized.

Shaded areas indicate the span of events that lasted for more
than one day. Vertical lines originate in the time line’s events
and run across all mood dimensions to provide a visual frame
of reference.

4. RESULTS
Our investigation of the produced public mood time se-

ries proceeds in two phases. First, we assess the validity of
our sentiment analysis by examining the e↵ects of particular
events, namely the U.S. Presidential election of November 4,
2008, and the Thanksgiving holiday in the U.S., on our time
series. Second, we examine the long-term e↵ects of socio-
economic indicators on general mood levels across longer
periods of time.

4.1 Case studies
Our first case study is the 2008 US Presidential election

which was held on November 4, 2008. The mood curves in
Fig. 5 are presented as blue “sparklines” for each of the
mood dimensions. The x-axis expresses time in days; it
spans 15 days before and after election day. The period two
days before and after election day is shown as a gray area for
convenient location of mood changes in that period of time.
The y-axis corresponds to mood z-scores, expressed in stan-
dard deviations from the mean. A scale is not provided
since we are mostly interested in the pattern of increasing
and decreasing POMS mood scores for each of the di↵er-
ent dimension, rather than their exact value. However, all
discussed peaks and troughs are nearly or above 2 standard
deviations from the mean as shown in Fig. 9.
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Figure 5: Sparklines for public mood before, during

and after the US presidential election on November

4, 2008.
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Figure 6: Sparklines for public mood before, during

and after Thanksgiving on November 27, 2008.

The mood curves shown in Fig. 5 provide a fine-grained
view of public mood changes in the three-day period sur-
rounding election day (November 4, 2008). We observe a
spike in Depression and Confusion on November 3, and re-
markably a sharp drop in Fatigue that started two days be-
fore election day. This could indicate a surge in tweets that
express doubt and apprehension about the outcome of the
election, and calls for action on election day which leads to
a drop in Fatigue. November 4 is characterized by a drop in
Confusion to baseline levels, a further drop in Fatigue and a
sharp peak in Tension, indicating tweets that express calls
for action and concern and/or excitement over the election.
The outcome of the election is celebrated on November 5
where mood levels drop to nominal levels, except a signifi-
cant spike in Vigour and a large drop in Fatigue. An exam-
ination of tweet content reveals a preponderance of tweets
expressing high levels of energy and positive sentiments over
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their variance normalization (right).

1 standard deviation. This is used to highlight short-
term fluctuations of public mood as a result of partic-
ular short-term events;

2. Variance normalized: a 153 day, 6-dimensional time
series whose variance has been normalized to a scale
of 1 standard deviation. This is used to assess changing
mood levels over time in relation to long-term changes
in socio-economic indicators.

The results of our data collection, aggregation and time
series production outlined above are summarized in the mas-
ter diagram of Fig. 9. Starting from the top, Fig. 9 displays
for the period under study:
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2. the DJIA and WTI trend lines;
3. the time series extracted from our collection of tweets

for each of the POMS mood dimensions, z-score nor-
malized.

Shaded areas indicate the span of events that lasted for more
than one day. Vertical lines originate in the time line’s events
and run across all mood dimensions to provide a visual frame
of reference.

4. RESULTS
Our investigation of the produced public mood time se-

ries proceeds in two phases. First, we assess the validity of
our sentiment analysis by examining the e↵ects of particular
events, namely the U.S. Presidential election of November 4,
2008, and the Thanksgiving holiday in the U.S., on our time
series. Second, we examine the long-term e↵ects of socio-
economic indicators on general mood levels across longer
periods of time.
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Our first case study is the 2008 US Presidential election
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Fig. 5 are presented as blue “sparklines” for each of the
mood dimensions. The x-axis expresses time in days; it
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convenient location of mood changes in that period of time.
The y-axis corresponds to mood z-scores, expressed in stan-
dard deviations from the mean. A scale is not provided
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ent dimension, rather than their exact value. However, all
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deviations from the mean as shown in Fig. 9.
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and after the US presidential election on November

4, 2008.
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and after Thanksgiving on November 27, 2008.

The mood curves shown in Fig. 5 provide a fine-grained
view of public mood changes in the three-day period sur-
rounding election day (November 4, 2008). We observe a
spike in Depression and Confusion on November 3, and re-
markably a sharp drop in Fatigue that started two days be-
fore election day. This could indicate a surge in tweets that
express doubt and apprehension about the outcome of the
election, and calls for action on election day which leads to
a drop in Fatigue. November 4 is characterized by a drop in
Confusion to baseline levels, a further drop in Fatigue and a
sharp peak in Tension, indicating tweets that express calls
for action and concern and/or excitement over the election.
The outcome of the election is celebrated on November 5
where mood levels drop to nominal levels, except a signifi-
cant spike in Vigour and a large drop in Fatigue. An exam-
ination of tweet content reveals a preponderance of tweets
expressing high levels of energy and positive sentiments over

the outcome of the election10.
Our second case study relates to the celebration of Thanks-

giving (November 27), a national holiday in the U.S. that
is nearly always associated with copious amounts of calorie-
dense food, family gatherings and American football. The
sparklines shown in Fig. 6 bear this out. All mood dimen-
sions remain nearly at baseline levels with the exception of
Vigour which spikes significantly on Thanksgiving Day indi-
cating happy, active mood. We also notice a dip in Fatigue
which along with the significant increase in Vigour further
confirms the picture of Thanksgiving as a happy, energetic
holiday.

The sparklines in Fig. 5 and Fig. 6 do not do justice to the
large magnitudes of the discussed mood changes, however.
Against the backdrop of the week- or month-long patterns
as shown in Fig. 9 the spikes in Vigour and Tension sur-
rounding the presidential election reflect a move of nearly
4 standard deviations, respectively -1 to +3 standard de-
viations for Vigour and -2 to +2 standard deviations for
Tension. Thanksgiving corresponds to the most significant
positive spike in Vigour of the entire period we study, i.e. 0
to +4 standard deviations.

4.2 General correlation drivers versus public
mood trends

In this sub-section, we examine the ability of large-scale
economic indicators such as the DJIA and the WTI to drive
public mood. In Fig. 9 we visualize the time series of the
produced POMS dimensions of mood as well as the DJIA
and WTI over the same period of time, namely August 1,
2008 to December 20, 2008.

Public sentiment fluctuated significantly in this tumul-
tuous period under the influence of the U.S. presidential
campaign and election, the failures of several large, interna-
tional banks, the DJIA dropping in value from above 11,000
points to less than 9,000, significant changes in the price of
crude oil, and the o�cial start of the deepest world-wide
economic recession since World War II. This is reflected by
the large fluctuations of the mood curves shown in Fig. 9
which exhibit large swings in value that range from several
standard deviations below the mean to several standard de-
viations above the mean on a daily or weekly scale. A few
notable examples:

August 17-20 Depression swings from -1 standard devia-
tion to +3.3 standard deviations, and back in less than
3 days.

August 28-September 2 Right after John McCain announces
Sarah Palin as his running mate, Tension swings from
-2 standard deviations to +2 standard deviations in a
few days.

October 20 Depression swings from -1 standard deviation
to +2 standard deviations and back to -1.5 in the span
of 3 or 4 days.

Throughout this tumult, the emotional response of the
Twitter community was highly di↵erentiated. None of the
mood dimensions’ values were statistically significantly cor-
related across all days in the period under investigation.

10Although the election results become known later in the
evening of November 4, the date and time in our data are
recorded in GMT+0. As a result even the immediate reac-
tions to Obama’s victory were mostly recorded on November
5 in our data.

We calculate pairwise Spearman Rank order correlations be-
tween each mood dimension by the day, thereby producing
the 6⇥6 correlation matrix M which contains no statistically
significant correlations for N = 141.

M =

2

66666664

Ts Cf Vg Ft Ag Dp
1.00 0.00 0.02 �0.05 0.09 0.07
0.00 1.00 �0.04 0.00 0.06 �0.02
0.02 �0.04 1.00 �0.02 0.00 �0.01

�0.05 0.00 �0.02 1.00 �0.06 �0.01
0.09 0.06 0.04 �0.06 1.00 0.00
0.07 �0.02 �0.01 �0.01 0.00 1.00
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To assess the e↵ect of changes in the DJIA and WTI on
public mood levels, we define 4 crucial periods in which the
DJIA underwent significant changes in value. We examine
the extent of mood changes across those 4 periods. The
following four periods were selected on the basis of the data
shown in Fig. 9:

DJIA-I: August 1 to 24 The Dow Jones remained stable
at a value above 11,000.

DJIA-II: September 15 to October 9 The DJIA falls
precipitously from a value above 11,000 to less than
9,000.

DJIA-III: October 9 to 25 A plateau is reached after the
crash and the collapse of the Iceland banking system.

DJIA-IV: December 1-20 : After Thanksgiving, the DJIA
maintains a low plateau at 8500 to 9,000 points.

Fig. 7 shows the sparklines for the six mood dimensions
as observed in the period under study. The displayed val-
ues are variance-normalized as discussed in Section 3.4, i.e.
they are normalized according to a 30-day running standard
deviation, but not their mean. This ensures the visibility
of long-term trends in average mood levels over time. The
DJIA periods as defined above are marked as gray bars on
the graph.
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Figure 7: Sparklines for public mood in period Au-

gust, 2008 to December 20, 2008 compared to DJIA

values in 4 distinct periods of change.
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ter can be seen as a large and reliable repository for ob-
serving the rich ensemble of moods we consider in this pa-
per. We utilized the Twitter Firehose that is made available 
to us via our company's contract with Twitter. We focused 
on a full year's worth of Twitter posts posted in English, 
from Nov 1, 2010 to Oct 31, 2011. Since there is likely to 
be a considerable volume of Twitter posts that does not re-
flect moods, and due to the scarcity of mood-labeled 
ground truth, our major challenge was to eliminate as many 
non-mood-indicative posts as possible, while simultane-
ously avoiding labor-intensive manual labeling of posts 
with moods. We hoped to yield a high precision / low false 
positive set of posts that truly captured moods on Twitter. 

To tackle this challenge, we observed that Twitter users 
share posts with hashtagged moods, often with the hashtag 
at the end of the tweet, which might serve as labels for 
constructing our mood dataset. Consider the following post 
for instance: “#iphone4 is officially going to be on veri-
zon!!!  #excited”. In this light, we followed prior work 
where the authors used Twitter’s hashtags and smileys as 
labels to train sentiment classifiers (Davidov et al., 2010). 
We collected posts which have one of the moods in our 
mood lexicon in the form of a hashtag at the end of a post. 
By this process, our labeled mood dataset comprised about 
10.6 million tweets from about 4.1 million users.  

Verifying Quality of Mood Data 
Collection of such labeled data on moods can be relatively 
easy since it avoids manual annotations or computationally 
intensive machine learning, but how reliable is it to consid-
er mood hashtags at the end of posts as true indicators of 
an individual’s emotional state? To answer this question, 

we first gathered responses from a set of Twitter users via 
a study on Amazon’s Mechanical Turk. The study intended 
to determine for how many cases a hashtagged mood word 
occurring at the end of a Twitter post truly captures an in-
dividual’s mood (without the presence of external signals). 
Specifically, we displayed a Yes/No question alongside a 
Twitter post, to which the turker indicated whether the 
(highlighted) mood hashtag at the end of the post indeed 
reflected the author’s sentiment. Like before, we again 
considered U.S. turkers with greater than 95% approval 
rating history, and then added the requirement of using 
Twitter at least five times a week (consuming content). 

Separately, we also compared the quality of our mood 
data to a naïve method of spotting mood words anywhere 
in a Twitter post. Like before, we used Amazon’s Mechan-
ical Turk to determine for how many cases a mood word 
present anywhere in a post indicated the author’s senti-
ment.  For both the studies, this exercise was conducted 
over 100 posts per study, and each post was rated by 10 
different turkers.  

The studies indicated that in 83% of the cases, 
hashtagged moods at the end of posts indeed captured the 
users' moods; while for posts with moods present any-
where, only 58% captured the emotional states of the cor-
responding users (Fleiss-Kappa measures of inter-rater 
agreement for both studies were 0.68 and 0.64 respective-
ly), thus providing a systematic verification of the quality 
of our labeled mood dataset. 

Usage Analytics of Moods  
Our first study of mood exploration on Twitter data is 
based on analyzing the circumplex model of moods in 
terms of the moods’ usage frequencies. We illustrate these 
mood usage frequencies (count over all posts) on the cir-
cumplex model in Figure 3, where the size of squares (i.e., 
moods) is proportional to its frequency. We note that the 
usages of moods in each of the quadrants is considerably 
different (the differences between each pair of quadrants 
were found to be statistically significant based on inde-
pendent sample t-tests: p<0.0001). The overall trend shows 
that moods in Q3 (low valence, low activation) tend to be 
used extensively (sad, bored, annoyed, lazy), along with a 
small number of moods in Q1, of relatively higher valence 
and activation (happy, optimistic). Overall, usage frequen-
cies of lower valence moods exceed those of higher va-
lence moods.  

We hypothesize the presence of a “broadcasting bias” 
behind these observations. Since individuals often use 
Twitter to broadcast their opinions and feelings on various 
topics, it is likely that the mood about some information 
needs to be of sufficiently low or high valence to be worth 
reporting to the audience. This appears to be particularly 
true with respect to positive valence terms, with mildly 

Figure 2. Circumplex model showing usage frequencies 
of moods used as hashtags at the end of Twitter posts: 
larger squares represent higher frequency of usage. 
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positive moods expressed only rarely. The observation that 
lower valence moods are shared more often might be due 
to individuals seeking social support from their audiences 
in response to various happenings externally as well as in 
their own lives. The observation that lower activation 
words dominate usage of these lower valence moods could 
reflect the simple fact that people experience these moods 
more than their high activation counterparts (people are 
bored more frequently than they are infuriated) or that it is 
less acceptable to express extreme negative moods.  

We also explore how the linguistic content associated 
with usage of various moods relates to their valence and 
activation. Like before, we show the moods (as squares) on 
the circumplex model (Figure 2). The color of the squares 
indicate a mood’s normalized entropy, defined as the en-
tropy of the textual content (i.e., unigrams over all posts 
associated with the mood), divided by the total number of 
posts expressing the mood. In the figure, lighter shades in-
dicate higher entropy. We observe that squares on the right 
side of the circumplex model (Q1, Q4) tend to have higher 
entropy than left (Q2, Q3) (statistically significant based 
on an independent sample t-test). This indicates that while 
positive moods tend to be shared across a wide array of 
linguistic context (topics, events etc.), negative moods tend 
to be shared in a limited context, confined to limited topics. 

Sociality and Moods 
In our next study, we intend to investigate the relationship 
between the nature of moods expressed and how “social” 
an individual is, referred to as “sociality”.  

For the purposes of this paper, we define sociality to be 
the ratio of the number of followers (inlinks) to the number 

of followees (outlinks) of an individual. We assume that 
individuals with a ratio close to 1 would be the most “so-
cial” since this implies roughly equal engagement on the 
part of those individuals in both outgoing and incoming 
social and information exchanges. When the ratio is signif-
icantly less than 1, it may indicate that the individual is not 
interesting enough to others and thereby possibly less “so-
cial” to the Twitter audience. On the other hand a high ra-
tio much greater than 1 indicates that the individual is like-
ly an elite user (e.g., a celebrity or news source) who typi-
cally is more of a broadcaster and thus also is not very “so-
cial” in the context of Twitter. Nevertheless, we note that 
this measure of sociality does not incorporate the absolute 
number of followers and followees (i.e., two people with 
sociality ratios of 20/20 and 2000/2000 respectively would 
be considered equally ‘social’). We argue, however, that 
sociality of an individual is likely to be a function of the 
#followers and #followees together, since they define the 
structure of his/her ego-network. Hence the ratio is more 
appropriate than the absolute values. Certainly, other net-
work-centric measures to study the relationship between 
followers and followees could be used (notably, clustering 
coefficient), and would be worth exploring in the future. 

We again use the circumplex model to represent rela-
tionship between moods and sociality. In Figure 4, we 
show the circumplex model where each square is a mood 
and is represented by a color on an RGB scale, indicating 
the mean #followers/#followees ratio of individuals who 
shared the mood. A red square denotes a low #follow-
ers/#followees ratio of the individuals who shared the 
mood, while blue denotes a high #followers/#followees ra-

Figure 3. Circumplex model showing entropies of 
moods in terms of the content of posts: higher valence 
moods (shown in lighter shades) have higher entropy. 

Figure 4. Circumplex model of moods showing the rela-
tionship between mood expression and sociality (de-
fined as #followers/#followees ratio). 
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tio: both indicating that the individuals who share these 
moods are not very “social” according to our definition. 
Moods whose squares are green are the most “social”, with 
ratios of #followers/#followees close to 1. From Figure 4, 
we observe2: 
1. Moods of higher valence (Q1, Q4) tend to be green 

squares, indicating that the average individual sharing 
them has a #followers/#followees ratio close to 1, in oth-
er words is more “social”. On the other hand, moods of 
lower valence (Q2, Q3) are consistently red, i.e., indi-
viduals sharing them are not very “social”. 

2. Blue square users are comparatively infrequent and tend 
to use moods from all quadrants. To the extent that these 
users are elite users, this indicates that, most times, they 
are reporting information on various events / topics in a 
rather objective and ‘mood-balanced’ manner. 
These results indicate a relationship between the ego-

network of individuals (i.e., the way they connect to oth-
ers) and the expression of moods. While our results do 
show that there is positive correlation between one being 
more “social” and expressing moods of higher valence, 
they do not establish a causal relationship in any direction. 
Our results, however, appear to confirm findings in prior 
studies that indicate that positive moods appear to be asso-
ciated with social interactions (Vittengl and Holt, 1998). 

Activity Level and Moods 
Next we investigate the relationship between an individu-
al’s activity and his/her mood expression. We define a 
measurement of how “active” s/he is in sharing posts: the 
number of posts shared per second since the time of the in-
dividual’s account creation. We conjecture that a highly 
active individual is likely to be more “social” as well, since 
s/he is interested in dissipating information to his/her audi-
ence consistently, and thereby remain connected to them.  

Based on this definition, we show the circumplex model 
of moods in Figure 5. The size of each square in this case 
is proportional to the mean rate of activity of all individu-
als who have shared the particular mood. The figure shows 
that the majority of the larger squares (or moods shared by 
highly “active” individuals) lie in Q1 and Q4; in other 
words, high (or positive) valence moods are shared by 
highly active individuals (statistically significant based on 
independent sample t-tests between quadrant pairs). On the 
other hand, moods of high activation (in Q2) but low va-
lence are shared primarily by individuals with a low activi-
ty rate. In general, this indicates that positive moods are as-
sociated more frequently with active individuals, while 
negative and high arousal moods appear to be shared more 

                                                 
2 To formalize these differences, we compared the #followers/#followees 
ratios associated with all moods in Q1 through Q4 using independent 
sample t-tests and the results were statistically significant: p<0.001. 

frequently by individuals with low activity. Interestingly, 
when combined with the usage frequencies from Figure 3, 
this implies that a “tail” of users post relatively infrequent-
ly and express the bulk of the mildly negative moods 
(bored, lazy, annoyed, sad).  

Participatory Patterns and Moods 
In our final study, we examine two types of participatory 
patterns of individuals in relation to expression of mood: 
sharing of (external) information via links, and conversa-
tional engagement of one individual with another via @-
reply in Twitter posts. 

Our interest lies in investigating how mood expression 
and participation interact in the context of external infor-
mation sharing and conversational engagement, compared 
to similar contexts where moods are not shared. To this 
end, we compute the “background probabilities” of link 
sharing (say, pli) and @-replies (prp), given as ratio of 
#links (or @-replies) in posts to the total number of posts. 
Thereafter, for each mood, we compute the probability of 
the mood’s co-occurrence in a post along with, first a link, 
and second an @-reply. We then compute a distribution of 
the number of moods that have occurrence probabilities 
less than or equal to the background probability and those 
greater than the background probability (of links, @-
replies). Frequency histograms of the distributions are then 
plotted against mood valence and activation (Figure 6): 
1. Highly negative moods (low valence) tend to co-occur 

less frequently with a link or an @-reply, compared to 

Figure 5. Circumplex model of moods showing the rela-
tionship between mood expression and activity (twitter 
posts made per second by an individual sharing the 
mood). Larger squares indicate higher activity. 
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Table 2. Performance metrics of stress classification
based on k-fold cross-validation (k=5)

Metric mean stdev. median max.

Accuracy 0.82 0.11 0.78 0.90
Precision 0.83 0.14 0.77 0.92
Recall 0.82 0.09 0.78 0.88
F1-score 0.82 0.11 0.79 0.89
ROC-AUC 0.90 0.08 0.78 0.95

Fig. 1. ROC curve for stress classification

Table 3. Top 30 Features in stress classifier. Sta-
tistical significance reported a�er Bonferroni cor-
rection. (*** p < 0.001).

Feature p log(score) Feature p log(score)

stress *** 9.63 thank *** 6.20
try *** 7.46 meet *** 6.17
work *** 7.20 life *** 6.07
anxiety *** 7.05 sleep *** 6.03
meditation *** 6.88 problems *** 5.98
help *** 6.81 control *** 5.95
focus *** 6.62 job *** 5.89
luck *** 6.62 good *** 5.87
breathing *** 6.44 health *** 5.87
techniques *** 6.33 week *** 5.86
feel *** 6.30 minutes *** 5.83
exercise *** 6.30 doctor *** 5.83
time *** 6.25 mental *** 5.83
play *** 6.23 relax *** 5.72
body *** 6.21 stressful *** 5.67
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Fig. 2. High Stress (HS) and Low Stress (LS) posts in Before
and A�er samples of Control and Treatment dataset.

(ROC) curve of the same. We �nd that our classi�er yields low number of false positives (average
precision 0.82), as well as low false negatives (average recall 0.82), indicating robust performance
on test data. We conclude that our classi�er is able to successfully classify Reddit posts to be
expressions of High Stress or Low Stress.
What are the top predictive features of this classi�er? In Table 3, we report the top 30 features

of our stress classi�er. We observe that a notable number of verbs or action-based nouns occur
in this list, such as, try, work, help, focus. Additionally, we observe the presence of words which
are contextually related to the expression of stress, like stress, anxiety, stressful, and relax. Aligning
with prior work that has examined the correlates or factors precipitating stress [70], other notable
words which occur in the top features include – 1) work-related: work and job; and 2) health-related:
health, body and sleep.
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Fig. 3. Temporal variation in the expression of High Stress. The reference line represents the date of gun-
violence incident.

5.1.2 Expert Validation of Stress Classifier. In order to understand the temporal and linguistic
dynamics of High Stress, speci�c to our problem (RQ2 and RQ3), we apply the stress classi�er to
machine label the posts in both the Treatment and Control dataset. With the help of three human
raters, expert in social media analytics and the study of a�ect dynamics, we validated a random
sample of 151 of the classi�er labeled posts (79 High Stress and 72 Low Stress posts). Our experts
adopted the Perceived Stress Scale [17] for examining how the speci�c concerns measured in the
scale (e.g., feelings of nervousness, anger, lack of control) were expressed in each post they rated.
Presence of these concerns meant a High Stress label, while their absence indicated Low Stress. Our
raters reached high agreement in this task (Fleiss’ � = 0.84), and we obtained an accuracy of 82%7

for the stress classi�cation.

5.2 RQ 2: Temporal Dynamics of Stress
For RQ2, we begin by summarizing the results of class-wise stress distribution on each of the
campuses in Figure 2. Comparing the Treatment and Control datasets spanning the Before and
After periods, we �nd that: 1) For the Treatment dataset, the proportion of High Stress posts in the
Before sample ranges between 35% and 45%, averaging at 40% (10,043 out of 24,737), whereas, the
7This should not be confused with cross-validation accuracy of stress classi�cation. Coincidentally, we obtained same value
in both cases.
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Fig. 4. Variation of z-scores of stress expressed in the Before and A�er samples in the Treatment dataset.

More careful examination of Figure 4 indicates that the z-scores of High Stress in the days
following the incident in most of the subreddits have a trend line (based on �tting a linear model)
yielding a negative slope. Speci�cally, we observe the most negative slopes in the cases of r/Purdue
(-0.03) and r/OSU (-0.03). However, the trend line �ts for High Stress z-scores in the Before period
do not show such a trend– the mean slope during the period preceding the gun violence incidents
is 0.001, revealing approximately a stable pattern.
Overall, our results suggest that, the expression of High Stress in the aftermath of gun violence

shows an abrupt shift in their temporal pattern, peaking signi�cantly around the day of the incidents,
and thereafter showing a downward trend.

5.2.2 Frequency Domain Analysis of High Stress Posts. Recall our �nal analysis for RQ2 centers
around understanding how the various gun violence incidents on campuses disrupt the periodicity
of sharing High Stress posts. For this, working within the frequency domain, we apply Fast-Fourier
Transform (FFT) on the distribution ofHigh Stress posts in Treatment data (ref. Methods). In Figure 5,
for each college subreddit, we show the distribution of frequencies F (t) during the Before and After
periods respectively, in a heatmap format. The color intensity of a cell in a speci�c heatmap indicates
the probability of a certain frequency, P(F (t)) (measured in terms of days). Discussing our main
observations from the heatmaps, in case of r/USC (Figure 5(a)), we �nd that the High Stress posts in
the Before period showed high periodicity (i.e., exhibit peaks in expression) around every 4 and 13
days, whereas the same in the After period occurred at every 5, 7 and 11 days.
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Fig. 9. Top 30 keywords used in High Stress posts on the day of gun violence incident (da� = 0) across all the
subreddits.

Table 5. Lexicon of selected n-grams (n = 1, 2, 3) occurring considerably higher in posts shared 7 days a�er
the day of gun related violence, as compared to 7 days before.

Subreddit After>Before (LLR � (0.75))
r/USC problems, night, security, shooting, party, events, �ngerprint, entrances, email, dps, campus

center, event, trojan, defense, safe

r/UMD athletics, gun, supercar, cars, shoot, department, school, �re, community, sports, college, park

r/ucf assault, assault ri�e, weapon, tower 1, ri�e, gun, police

r/mit state, lincoln, stay safe, watertown, o�cer, o�cers, police, scanner, second, shots, shots �red,
house, bpd, unknown, clear, con�rmed, custody, dexter, �red, fuck, spruce, suspect, black,
boston

r/Purdue shooter, police, shooting, news, place, building, ee, campus, guy, heard, day, gt, know, student,
people, today

r/UCSanta-

Barbara

videos, victims, gun, mental, isla vista, guy, news, community, post, police, person, help, feel,
love, iv, life, point, friends

r/fsu mental, safe, shooting, strozier, ok, news, library, shooter, friends, victims, hope, stay, post,
time, people, information, good

r/Game-
cocks

alert, murdersuicide, public health, public health research, research center, shooter, shooting,
students, support, lockdown, faculty sta�, counseling center, building, health research center,
cancelled

r/chapelhill pretty, muslims, writing, religion, high, hicks, help, pound, students, execution style, execution,
universal, world, abusalha, 30 serv, support, parking, unc

r/NAU astronomy, jones, kill, kill people, meth, problem, harder, professors, self, self defense, shooter,
shot, tour, guns kill people, year, guns, �ght, class, defense, gun, asu, shooting

r/ucla safe, con�rmed, police, klug, shooter, gun, guns, health, mental, saying, professor, situation

r/OSU safe, police, muslims, gun, removed, parking, post, stay, wrong

declines considerably in the week following the gun related violence. On the other hand, subreddit
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Open Questions and 
Challenges



Could platform affordances impact 
specific moods and their 
manifestations on social media? 
How?









Awareness of some of the risks










