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Can Large Language Models 
Transform Computational 
Social Science?
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Overview of Tasks
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Performance of zero-shot models
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Do few-shot learning approaches improve performance?
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Bigger LLMs do not necessarily indicate better performance
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Expert scoring evaluations for zero-shot generation tasks show that leading generative models 
(davinci-003, GPT 3.5) can match or exceed the faithfulness, relevance, coherence, and fluency 
of both fine-tuned models (Baseline) and gold references (Human). 



Takaways

• Integrate LLMs-in-the-loop to transform large-scale 
data labeling.

• Prioritize open-source LLMs for classification

• LLMs have limitations!
§ All LLMs struggle most with conversational and full 

document data. Also, LLMs currently lack clear cross-
document reasoning capabilities

§ Bias, fairness, temporal shifts, expert taxonomies
§ Factuality
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Semi-structured interviews 
with 21 participants who 
used LLM-based chatbots for 
Mental Health support from 
every permanently inhabited 
continent in the world

Framework of therapeutic 
alliance for analysis



Chatbot’s potential to provide support during moments when traditional 
services were either unavailable or cost-prohibitive.

First Engagement with LLM Chatbots for Support | First Interaction

I was feeling depressed, but a psychologist was not available at the 
moment, and it was too much of a burden to speak to my friend 
about this subject specifically. ChatGPT popped out in my mind. 
I thought, why not give it a go? I could empty all the stress. I just 
had the need to speak to someone. - Andre



LLM tools complemented, rather than replaced, traditional methods of mental 
healthcare, filling gaps that participants experienced.

Sometimes you don't want a response at all. 
Like scream into the bot, and don’t want to get anything back. - Farah

I've spent a lot of effort and a lot of time in therapy working on how 
to regulate myself when I'm dysregulated. So ChatGPT hasn't really 
provided a meaningful reason for me to interact with it when I'm 
dysregulated due to autism symptoms but for ADHD and task 
paralysis, ChatGPT is excellent. - Ashwini
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Cultural disconnects between their context and the LLM chatbot's output

Chatting with ChatGPT is like talking with a person in California, who is 
not as good at reflecting our cultures and terms. - Jiho

My mom or dad will say something discriminative to LGBTQ people, 
and I'm instantly stressed. I guess it's cultural background. I know that 
since [ChatGPT] has more of an American context, maybe it will be more 
inclusive. - Mina

I know that Western culture is not as strict when it comes to parents and 
children. For me being mad about this pressure, ChatGPT says I'm being 
rebellious. So I realize --- Okay, this is obviously a Western perspective, not 
an Asian perspective. - Aditi



Cultural Misalignment

Recommendations were incongruent with how participants would typically 
practice care, and were in line with Western cultural conceptualizations. 

[ChatGPT] gave suggestions around conventional European things, such as 
go to therapists, which we are not natural with. We don't really have 
therapists here. [...] When you ask Nigerians for support, the first answer 
they will give you is to pray. It’s a very religious country. - Umar

ChatGPT wasn’t in my culture, we normally pray as kind of meditation. 
It(ChatGPT) doesn't understand. Things that are like the stereotype person in 
Western Europe, or US. - Farah
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XLingEval Framework

● XLingEval: a comprehensive cross-lingual framework to assess the 
behavior of LLMs in high-risk domains such as healthcare.

● Three criteria for evaluating LLMs:
○ Correctness
○ Consistency
○ Verifiability

● Evaluations across four languages -- English, Spanish, Chinese and 
Hindi and across two models -- GPT-3.5 and MedAlpaca [1]

[1] Tianyu Han, Lisa C Adams, Jens-Michalis Papaioannou, Paul Grundmann, Tom Oberhauser, Alexander Löser, Daniel Truhn, and Keno K Bressem. Medalpaca–an open-source collection of medical conversational ai models and training data. arXiv:2304.08247, 
2023.



Correctness

Information Comparison (LLM Answer 
vs ground-truth Answer)

HealthQA LiveQA MedicationQA

en es zh hi en es zh hi en es zh hi

More comprehensive and appropriate 1013 891 878 575 226 213 212 142 618 547 509 407

Less comprehensive and appropriate 98 175 185 402 3 12 16 59 18 50 41 125

Neither contradictory nor similar 20 63 57 110 14 20 14 32 49 70 92 107

Contradictory 3 5 14 47 3 1 4 13 5 23 48 51



Consistency
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New Standards for AI Safety and Security

Require that developers of the most powerful AI systems share their safety test 
results and other critical information with the U.S. government.

Develop standards, tools, and tests to help ensure that AI systems are safe, secure, 
and trustworthy.

Protect against the risks of using AI to engineer dangerous biological materials

Protect Americans from AI-enabled fraud and deception by establishing standards 
and best practices for detecting AI-generated content and authenticating official 
content.

Establish an advanced cybersecurity program to develop AI tools to find and fix 
vulnerabilities in critical software

Order the development of a National Security Memorandum that directs further 
actions on AI and security



Protecting Americans’ Privacy

Protect Americans’ privacy by prioritizing federal support for 
accelerating the development and use of privacy-preserving 
techniques

Strengthen privacy-preserving research and technologies

Evaluate how agencies collect and use commercially 
available information

Develop guidelines for federal agencies to evaluate the 
effectiveness of privacy-preserving techniques



Advancing Equity and Civil Rights

Provide clear guidance to landlords, Federal 
benefits programs, and federal contractors

Address algorithmic discrimination

Ensure fairness throughout the criminal justice 
system



Standing Up for Consumers, Patients, 
and Students

Advance the responsible use of AI in healthcare 
and the development of affordable and life-saving 
drugs.

Shape AI’s potential to transform education by 
creating resources to support educators deploying 
AI-enabled educational tools



Supporting Workers
Develop principles and best practices to mitigate the 
harms and maximize the benefits of AI for workers by 
addressing job displacement; labor standards; workplace 
equity, health, and safety; and data collection

Produce a report on AI’s potential labor-market impacts, 
and study and identify options for strengthening federal 
support for workers facing labor disruptions, including 
from AI.



Ensuring Responsible and Effective 
Government Use of AI

Issue guidance for agencies’ use of AI, including clear 
standards to protect rights and safety, improve AI 
procurement, and strengthen AI deployment. 

Help agencies acquire specified AI products and 
services faster, more cheaply, and more effectively through 
more rapid and efficient contracting.

Accelerate the rapid hiring of AI professionals
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Is this enough?


