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Reddit Apologizes For Speculating
About Boston Marathon Suspects

The Huffington Post | By Katherine Bindley L )
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Reddit Apologizes For Boston Marathon Suspects
Speculation
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Speculatlon on social media last week over who was responsible for the
produced its own set of innocent victims: the falsely accused.

Reddit -- which was fiercely criticized for its d s that
called out specific people standing near the scene as suspects -- has now issued a
v to those whose names were dragged through the mud.

"We all need to look at what happened and make sure that in the future we do
everything we can to help and not hinder crisis situations," the statement reads.
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occured on the site.
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How to Tell News Fact from Fiction, Even During a War

People have been sharing information about the war in Ukraine on social media without verifying it. News-literacy tactics taughtin
school can benefit many of us
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ABSTRACT

We analyze the information credibility of news propagated
through Twitter, a popular microblogging service. Previous
research has shown that most of the messages posted on
Twitter are truthful, but the service is also used to spread
misinformation and false rumors, often unintentionally.

On this paper we focus on automatic methods for assess-
ing the credibility of a given set of tweets. Specifically, we
analyze microblog postings related to “trending” topics, and
classify them as credible or not credible, based on features
extracted from them. We use features from users’ posting
and re-posting (“re-tweeting”’) behavior, from the text of the
posts, and from citations to external sources.

We evaluate our methods using a significant number of
human assessments about the credibility of items on a recent
sample of Twitter postings. Our results shows that there are
measurable differences in the way messages propagate, that

directly from smartphones using a wide array of Web-based
services. Therefore, Twitter facilitates real-time propaga-
tion of information to a large group of users. This makes it
an ideal environment for the dissemination of breaking-news
directly from the news source and/or geographical location
of events.

For instance, in an emergency situation [32], some users
generate information either by providing first-person ob-
servations or by bringing relevant knowledge from external
sources into Twitter. In particular, information from official
and reputable sources is considered valuable and actively
sought and propagated. From this pool of information, other
users synthesize and elaborate to produce derived interpre-
tations in a continuous process.

This process can gather, filter, and propagate informa-
tion very rapidly, but it may not be able to separate true

information from false rumors. Indeed, in [19] we observed
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Which features are better?

Faking Sandy: Characterizing and Identifying Fake Images
on Twitter during Hurricane Sandy
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ABSTRACT

In today’s world, online social media plays a vital role dur-
ing real world events, especially crisis events. There are
both positive and negative effects of social media coverage
of events, it can be used by authorities for effective disaster
management or by malicious entities to spread rumors and
fake news. The aim of this paper, is to highlight the role of
Twitter, during Hurricane Sandy (2012) to spread fake im-
ages about the disaster. We identified 10,350 unique tweets
containing fake images that were circulated on Twitter, dur-
ing Hurricane Sandy. We performed a characterization anal-
ysis, to understand the temporal, social reputation and in-
fluence patterns for the spread of fake images. Eighty six
percent of tweets spreading the fake images were retweets,
hence very few were original tweets. Our results showed that
top thirty users out of 10,215 users (0.3%) resulted in 90%
of the retweets of fake images; also network links such as
follower relationships of Twitter, contributed very less (only
11%) to the spread of these fake photos URLs. Next, we
used classification models, to distinguish fake images from

content is posted on OSM, not all of the information is of
good quality with respect to the event, like it may be fake, in-
correct or noisy. Extracting good quality information is one
of the biggest challenges in utilizing information from OSM.
Over last few years, people have highlighted how OSM can
be used to help in extracting useful information about real
life events. But, on the other hand, there have been many
instances which have highlighted the negative effects on con-
tent on online social media on real life events. The informa-
tion shared and accessed on social media such as Twitter, is
in real-time, the impact of any malicious intended activity,
like spreading fake images and rumors needs to be detected
and curbed from spreading immediately. Such false and in-
correct information can lead to chaos and panic among peo-
ple on the ground. Since detecting whether images posted
are fake or not, using traditional image analysis methods,
can be highly time and resource consuming, we explore the
option of using Twitter specific features, like the content of
the tweet and the user details, in identifying fake images
from real.



Castillo et al or Gupta et al do not exploit
the wealth of information embedded in
the network structure of a user.
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Abstract. People increasingly use social media to get first-hand news
and information. During disasters such as Hurricane Sandy and the
tsunami in Japan people used social media to report injuries as well as
send out their requests. During social movements such as Occupy Wall
Street (OWS) and the Arab Spring, people extensively used social media
to organize their events and spread the news. As more people rely on so-
cial media for political, social, and business events, it is more susceptible
to become a place for evildoers to use it to spread misinformation and
rumors. Therefore, users have the challenge to discern which piece of
information is credible or not. They also need to find ways to assess the
credibility of information. This problem becomes more important when
the source of the information is not known to the consumer.

In this paper we propose a method to measure user credibility in social
media. We study the situations in which we cannot assess the credibility
of the content or the credibility of the user (source of the information)
based on the user’s profile. We propose the CredRank algorithm to mea-



The supposed
objectivity of credibility



Which of these pictures of Hurricane Sandy are
Real and which ones are fake?

Amazing picture of hurricane #Sandy decending in New York
pic.twitter.com/3mMhCbNq

DC Maryland Virginia L~ W Follow

DMVFollowers

McDonalds in Virginia Beach flooded.
pic.twitter.com/FZBoCydM

4 Reply T3 Retweet W Favorite



7/ Fake Hurricane Sandy Photos You're
haring on Social Media
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McDonalds in Virginia Beach flooded.
pic.twitter.com/FZBoCydM

4 Reply T3 Retweet W Favorite
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For most of computing's brief history, people have held computers in high regard. A quick review of the
popular culture from the past few decades reflects people's general confidence in computing systems. In
cinema and literature, computers are often portrayed as infallible sidekicks in the service of humanity. In the
consumer realm, computer-based information and services have been marketed as better, more reliable, and
more credible sources of information than humans. Consider, for example, computerized weather prediction,
computerized automotive analysis, and so-called computer dating. In these and other areas, the public has
generally been led to believe that if a computer said it or produced it, it was believable.

But like many aspects of our human society, computers seem to be facing a credibility crisis. Due in part to the
popularization of the Internet, the cultural myth of the highly credible computer may soon be history.
Although healthy skepticism about computers can be a good thing, if the pendulum swings too far in this
direction, computersespecially with respect to Web-based contentcould be viewed as among the least credible
information sources, rivaling TV infomercials and supermarket tabloids for such dubious distinction.

What is credibility? What makes computers credible? And what can we, as computer professionals, do to



Tweeting is Believing?
Understanding Microblog
Credibility Perceptions



One limitation of the work is that their current
recruitment method does not include certain
demographics that consume tweets, like
teenagers or adults without a college degree;
education may matter

The paper focused on a rather well-educated
and specialized group of participants, and that it
failed to contrast results of this population and a
more general population
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Finnish school students outperform US students on 'fake
news' digital literacy tasks

Date: May 2, 2019
Source:  University of Turku

Summary: A recent study revealed students at an international school in Finland significantly out-
performed US students on tasks which measure digital literacy in social media and on-
line news. The researchers suggest this may be due to the Finnish and International
Baccalaureate curricula's different way of facilitating students' critical thinking skills
compared to the US system and curriculum.
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Mg BrEmn A recent study revealed students at an international

> K-12 Education school in Finland significantly outperformed U.S. stu-
dents on tasks which measure digital literacy in social
media and online news. The researchers suggest this
may be due to the Finnish and International Bac-
calaureate curricula's different way of facilitating stu-
Computers & Math dents' critical thinking skills compared to the US sys-
tem and curriculum. The results of this study were
published in the Journal of Research in International
Education in April.
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Tottenham Riots
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Show Tweets

Exclude RTs

31 Tweets

#tottenham #tottenhamriots Fire near Bruce Grove
Station, larger one towards Lordship Lane

#tottenham #tottenhamriots @MrsCheddies by Bruce
Grove | mean north of previous fires, on High Rd
towards Lordship Lane

@hackneyhive yeah around that area there are 2 fires,
one small now, one very large #tottenham
#tottenhamriots

5 Tweets

"Why couldn't the people in #Tottenham just have held
a nice dignified protest for us to ignore?” - Liberals
#tottenhamriots

Any reports of arrests? #tottenham #tottenhamriots
Hope everyone is safe. #acab

Anyone using the words "mindless”, "hooligans" or
"thugs” is a racist and an idiot. #tottenham
#tottenhamriots
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SEEING IS BELIEVING: DO PEOPLE FAIL TO IDENTIFY FAKE IMAGES
ON THE WEB?
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The Observer What do we do about deepfake video?

Artificial intelligence (AI)

Deepfake - the ability of Al to fabricate apparently real footage
of people - is a growing problem with implications for us all

Tom Chivers
Sun 23 Jun 2019 04.00 EDT
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A Back to life: portraits (first column) and stills from Gan-generated videos of (from top) Marilyn Monroe, Albert
Einstein and the Mona Lisa. Photograph: Egor Zakharov/YouTube

There exist, on the internet, any number of videos that show people doing
things they never did. Real people, real faces, close to photorealistic footage;
entirely unreal events.
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Nancy Pelosi Real v fake: debunking the 'drunk’
Nancy Pelosi footage - video

Grhis

was deliberately slowed down

Source: Various
Fri 24 May 2019 12.38 EDT
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Watch later Share Info
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fiacebookicom/PoliticsWatchDog

Real Fake
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Footage of the Democratic House Speaker was edited to make her appear drunk or
unwell, in the latest incident highlighting social media's struggle to deal with
disinformation. Compare the original footage with the viral clip

® Facebook refuses to delete fake Pelosi video spread by Trump supporters
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Mark Zuckerberg © This article is more than 4 months old

Doctored video of sinister Mark
Zuckerberg puts Facebook to the test

Last month Facebook declined to remove a manipulated video of
Nancy Pelosi even after it was viewed millions of times

Luke O'Neil

¥ @lukeoneild47
Tue 11 Jun 2019 20.49 EDT

f v & 1174

A A misleading clip of Mark Zuckerberg casts the Facebook founder in a sinister light. Photograph: Niall Carson/PA

A doctored video of Mark Zuckerberg delivering a foreboding speech has
been posted to Instagram, in a stunt that put Facebook’s content moderation
policies to the test.



Modulating Video Credibility via
Visualization of Quality Evaluations
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ABSTRACT

In this work we develop and evaluate a method for the syndication
and visualization of aggregate quality evaluations of informational
video. We enable the sharing of knowledge between motivated
media watchdogs and a wider population of casual users. We do
this by developing simple visual cues which indicate aggregated
activity levels and polarity of quality evaluations (i.e. positive /
negative) which are presented in-line with videos as they play. In
an experiment we show the potential of these visuals to engender
constructive changes to the credibility of informational video
under some circumstances. We discuss the limitations, and future
work associated with this approach toward video credibility
modulation.
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Sources (3)
Contributors (5)
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information quality by combing through the media and engaging
in fact-checking and re-contextualization of news and other media
reports. For high profile video events such as the State of the
Union address given by the president of the U.S., there is a
considerable demand for this type of watchdogging activity. For
instance, recent coverage by news outlets like PBS included
annotated transcripts and video snippets showing analysis from
experts and journalists'. One of the major issues with such
analytic presentations as are found on Politifact, Factcheck, and
PBS is that, especially for video, the analysis is divorced from the
video itself, making the multimedia context difficult to understand
in relationship with the textual analysis.

While most methods of watchdogging are labor intensive, another
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Morris et al. focus on assessing credibility
of news. Would same observations apply
to judging credibility of non-real time
information?

E.g., health myths and misinformation
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Role of social media in supporting
conspiracy theories

Understanding Anti-Vaccination Attitudes in Social Media

Tanushree Mitra'”
'Georgia Institute of Technology
tmitra3@gatech.edu

Abstract

The anti-vaccination movement threatens public health by
reducing the likelihood of disease eradication. With social
media’s purported role in disseminating anti-vaccine infor-
mation, it is imperative to understand the drivers of attitudes
among participants involved in the vaccination debate on a
communication channel critical to the movement: Twitter.
Using four years of longitudinal data capturing vaccine dis-
cussions on Twitter, we identify users who persistently hold
pro and anti attitudes, and those who newly adopt anti atti-
tudes towards vaccination. After gathering each user’s entire
Twitter timeline, totaling to over 3 million tweets, we ex-
plore differences in the individual narratives across the user
cohorts. We find that those with long-term anti-vaccination
attitudes manifest conspiratorial thinking, mistrust in gov-
ernment, and are resolute and in-group focused in language.
New adoptees appear to be predisposed to form anti-
vaccination attitudes via similar government distrust and
general paranoia, but are more social and less certain than
their long-term counterparts. We discuss how this apparent
predisposition can interact with social media-fueled events
to bring newcomers into the anti-vaccination movement.
Given the strong base of conspiratorial thinking underlying
anti-vaccination attitudes, we conclude by highlighting the
need for alternatives to traditional methods of using authori-
tative sources such as the government when correcting mis-
leading vaccination claims.
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persistent vaccine criticism movement has spread rapidly
through social media, a channel often used to disseminate
medical information without verification by the expert
medical co mmunity (Keelan et al. 2010).

Given the increasing reliance on online media for accu-
rate health information and the general growth of social
media sites, the attitudes of anti-vaccination advocates risk
becoming a global phenomenon that could impact immun-
ization behavior at significant scale (Kata 2010). In fact a
controlled study showed that parents opting to exempt
children from vaccination are more likely to have received
the information online compared to those vaccinating their
kids (Salmon et al. 2005). These parents benefit from “herd
immunity” in which eradication is achieved by immunizing
a critical proportion of the population. However, as inter-
net-fueled misbeliefs drive people to opt out of vaccina-
tion, herd immunity is weakened, increasing the chances of
a disease outbreak. Thus it is important to understand the
underlying characteristics of individuals with anti-
vaccination attitudes. What drives people to develop and
perpetuate the anti-vaccination movement?

In this paper we explore this question by examining in-
dividuals’ overt expressions towards vaccination in a social



Class Exercise

Credibility is, after all, a domain-dependent
attribute. Take the example of the COVID-19
anti-vax attitudes. What additional new features
would you consider, in addition to the ones
raised in Morris et al., that could be useful to
allow people to assess credibility of the
information? How would you factor in end users’
bias in perception of credibility?
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Abstract

This article explores how Twitter’s algorithmic timeline influences exposure to different types of external media. We use an
agent-based testing method to compare chronological timelines and algorithmic timelines for a group of Twitter agents that
emulated real-world archetypal users. We first find that algorithmic timelines exposed agents to external links at roughly
half the rate of chronological timelines. Despite the reduced exposure, the proportional makeup of external links remained
fairly stable in terms of source categories (major news brands, local news, new media, etc.). Notably, however, algorithmic
timelines slightly increased the proportion of “junk news” websites in the external link exposures. While our descriptive
evidence does not fully exonerate Twitter’s algorithm, it does characterize the algorithm as playing a fairly minor, supporting
role in shifting media exposure for end users, especially considering upstream factors that create the algorithm’s input—
factors such as human behavior, platform incentives, and content moderation. We conclude by contextualizing the algorithm
within a complex system consisting of many factors that deserve future research attention.



How can platforms counterbalance the
tension between algorithmic curation of
timelines and information quality?



A need for “fact checking systems” that
operate outside of the social media

ecosystem. But these systems are difficult to
build and use. Why?
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Abstract

The widespread prevalence and persistence of misinformation in contemporary societies,

Accessing resources off campus can be a

challenge. Lean Library can solve it . ) ) . o . .
such as the false belief that there is a link between childhood vaccinations and autism, is a

&€ LEAN Libra ry matter of public concern. For example, the myths surrounding vaccinations, which prompted

N~ A SAGE Publishing C . . . . . . § ¥
o S some parents to withhold immunization from their children, have led to a marked increase in

vaccine-preventable disease, as well as unnecessary public expenditure on research and
public-information campaigns aimed at rectifying the situation.
A ~ We first examine the mechanisms by which such misinformation is disseminated in society,
Abstract both inadvertently and purposely. Misinformation can originate from rumors but also from
The Societal Cost of Misinformation works of fiction, governments and politicians, and vested interests. Moreover, changes in the
Origins of Misinformation media landscape, including the arrival of the Internet, have fundamentally influenced the

From Individual Cognition to ways in which information is communicated and misinformation is spread.



