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Proprietary algorithms are used to decide, for instance, who gets a job 
interview, who gets granted parole, and who gets a loan.



Cathy O’Neil, a mathematician and the author of 
Weapons of Math Destruction, a book that 
highlights the risk of algorithmic bias in many 
contexts, says people are often too willing to 
trust in mathematical models because they 
believe it will remove human bias.

Weapons of Math Destruction (WMDs)
"[We] treat mathematical models as a neutral and 
inevitable force, like the weather or the tides, we 
abdicate our responsibility" - Cathy O'Neil

Three main ingredients of a "WMD":

● Opacity
● Scale
● Damage

10C. O'Neil (2016): Weapons of Math Destruction. Crown Random House



To make things worse ...
Algorithms are "black boxes" protected by

Industrial secrecy

Legal protections

Intentional obfuscation

Discrimination becomes invisible

Mitigation becomes impossible

9F. Pasquale (2015): The Black Box Society. Harvard University Press.



Correctional Offender Management Profiling for 
Alternative Sanctions (COMPAS)



The ethical challenges



Some case studies of 
algorithmic bias









On the web: race and gender stereotypes reinforced
● Results for "CEO" in Google Images: 11% female, US 27% female CEOs 

○ Also in Google Images, "doctors" are mostly male, "nurses" are mostly female

● Google search results for professional vs. unprofessional hairstyles for work

Image results:
"Unprofessional
hair for work"

Image results:
"Professional
hair for work"

6M. Kay, C. Matuszek, S. Munson (2015): Unequal Representation and Gender Stereotypes in Image Search Results for Occupations. CHI'15.









Discussion Point: 
What kind of biases can a sexual 
orientation detector that uses facial 
images introduce in platforms that rely on 
profiling users, for example, for ad 
placement?



Scholarly criticism of bias due to a lack of 
algorithmic transparency




















