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Proprietary algorithms are used to decide, for instance, who gets a job 
interview, who gets granted parole, and who gets a loan.



Cathy O’Neil, a mathematician and the author of 
Weapons of Math Destruction, a book that 
highlights the risk of algorithmic bias in many 
contexts, says people are often too willing to 
trust in mathematical models because they 
believe it will remove human bias.

Weapons of Math Destruction (WMDs)
"[We] treat mathematical models as a neutral and 
inevitable force, like the weather or the tides, we 
abdicate our responsibility" - Cathy O'Neil

Three main ingredients of a "WMD":

● Opacity
● Scale
● Damage

10C. O'Neil (2016): Weapons of Math Destruction. Crown Random House



To make things worse ...
Algorithms are "black boxes" protected by

Industrial secrecy

Legal protections

Intentional obfuscation

Discrimination becomes invisible

Mitigation becomes impossible

9F. Pasquale (2015): The Black Box Society. Harvard University Press.



Correctional Offender Management Profiling for 
Alternative Sanctions (COMPAS)



The ethical challenges



Some case studies of 
algorithmic bias









On the web: race and gender stereotypes reinforced
● Results for "CEO" in Google Images: 11% female, US 27% female CEOs 

○ Also in Google Images, "doctors" are mostly male, "nurses" are mostly female

● Google search results for professional vs. unprofessional hairstyles for work

Image results:
"Unprofessional
hair for work"

Image results:
"Professional
hair for work"

6M. Kay, C. Matuszek, S. Munson (2015): Unequal Representation and Gender Stereotypes in Image Search Results for Occupations. CHI'15.



Scholarly criticism of bias due to a lack of 
algorithmic transparency







Discussion Point: 
What kind of biases can this sexual 
orientation detector that uses facial 
images introduce in platforms that rely on 
profiling users, for example, for ad 
placement?
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Research Ethics
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For the most part, doctors and civil servants simply did 
their jobs. Some merely followed orders, others worked 
for the glory of science.

— John R. Heller Jr., Director of the Public Health 

Service's Division of Venereal Diseases

Tuskegee Syphilis Experiment

https://www.youtube.com/watch?v=OyedeuJOGgI
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https://www.youtube.com/watch?v=OyedeuJOGgI


Milgram’s Obedience Study

https://www.youtube.com/watch?v=mOUEC5YXV8U&t=6s
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• Experiment on obedience to 

authority figures

• Study measured the willingness of 

study participants, men from a 

diverse range of occupations with 

varying levels of education, to obey 

an authority figure who instructed 

them to perform acts conflicting with 

their personal conscience

• 65% (two-thirds) of participants (i.e., 

teachers) continued to the highest 

level of 450 volts. All the participants 

continued to 300 volts

https://www.youtube.com/watch?v=mOUEC5YXV8U&t=6s


Ethical Issues

• Deception

• Protection of participants

• Right to withdrawal
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Institutional Review Boards

• Formal review procedures for institutional human 

subject studies were originally developed in direct 

response to research abuses in the 20th century. 
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IRB Oversight
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Adapting IRB review to Internet era and 
big data research



10



11



Example concerns

• Violation of the rights of research subjects

12





Highlights of some findings…
• Living in a lab

• Dear Mr. Zuckerburg, Last I checked, we did not decide to jump in a petri dish to 
be utilized at your disposal . . . We connect with our loved ones.

• Manipulation anxieties
• Don’t be fooled, manipulating a mood is the ability to manipulate a mind. 

Political outcomes, commerce, and civil unrest are just a short list of things that 
can be controlled.

• Wake up, sheeple
• Anyone who doesn’t realise that anything you put “out there” on Facebook (or 

any other social media site) is like shouting it through a bullhorn should have 
their internet competency licence revoked. We can’t blame all stupidity on some 
or other conspiracy...

• No big deal
• A/B testing (i.e. basically what happened here) when software companies 

change content or algorithms for a subset of users happens *all the time*. It’s 
standard industry practice.



A key takeaway – consent is 
important!



Consent at Scale – why it is hard







The Case of Deleted Tweets/Social media 
posts



Also what about those who can‘t give 
consent any more? The case of dead people

• Warning: I am not a historian ;-)

• Today‘s view

• Medieval view

• Things are muddled when it comes to dead people‘s

digital lives – legislation has not kept up with

technological change



Digital Wills and Beneficiaries (Forbes)

https://www.forbes.com/sites/bernardmarr/2017/02/01/what-really-happens-to-your-big-data-
after-you-die/

… still particularly nascent when it comes 

to data stored by a third-party company



When there is no consent, researchers 
have poor understanding of what can 
go wrong, and “participants” or 
research subjects have limited 
understanding of risk.







Internet companies “manipulate” what we see 

and read all the time. Google was doing it for 

years without getting into trouble. Why did 

this Facebook study generate so much 

criticism? 

Discussion Point 1
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Adopting the following ethical theories, 

discuss whether this Facebook study was 

ethical: a) Kantian perspective; b) social 

contract theory perspective; and c) rule 

utilitarian perspective

Discussion Point 2
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Beyond the Belmont Principles: 
Ethical Challenges, Practices, 
and Beliefs in the Online Data 
Research Community
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Online data create gray area

Is it feasible to collect informed 
consent? 

Should you be more 
transparent about your 
research?

Who is being left out by your 
data collection strategies?

Isn’t public data public?

Is it possible to truly 
anonymize a dataset?
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Code Definition Example Statements
Public Data Only using public data / public data 

being okay to collect and analyze
In general, I feel that what is posted online is a 
matter of public record, though every case needs to 
be looked at individually in order to evaluate the 
ethical risks.

Do No Harm Comments related to Golden Rule Golden rule, do to others what you’d have them do to 
you.

Informed 
Consent

Always get informed consent / 
stressing importance of informed 
consent

I think at this point for any new study I started using 
online data, I would try to get informed consent when 
collecting identifiable information (e.g. usernames).

Greater 
Good

Data collection should have a 
social benefit

The work I do should address larger social 
challenges, and not just offer incremental 
improvements for companies to deploy.

Established 
Guidelines

Including Belmont Report, IRBs 
Terms of Service, legal 
frameworks, community norms

I generally follow the ethical guidelines for human 
subjects research as reflected in the Belmont Report 
and codified in 45.CFR.46 when collecting online 
data.

Risks vs. 
Benefits

Discussion of weighing potential 
harms and benefits or gains

I think I focus on potential harm, and all the ethical 
procedures I put in place work towards minimizing 
potential harm.

Protect 
Participants

data aggregation, deleting PII, 
anonymizing / obfuscating data

I aggregate unique cases into larger categories 
rather than removing them from the data set.

Data 
Judgments

Efforts to not make inferences or 
judge participants or data

Do not expose users to the outside world by inferring 
features that they have not personally disclosed.

Transparenc
y

Contact with participants or 
methods of informing participants 
about research

I prefer to engage individual participants in the data 
collection process, and to provide them with explicit 
information about data collection practices.
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Item M SD

...notify participants about why they’re collecting online data1 3.89 0.96

...share research results with research subjects1 3.90 0.80

...Ask colleagues about their research ethics practices1 4.27 0.74

...Ask their IRB/internal reviews for advice about research ethics1 4.03 0.90

...Think about possible edge cases/outliers when designing 
studies1

4.33 0.71

...Only collect online data when the benefits outweigh the potential 
harms1

3.62 1.10

...Remove individuals from datasets upon their request1 4.56 0.71

Researchers should be held to a higher ethical standard than 
others who use online data2

3.46 1.22

I think about ethics a lot when I'm designing a new research 
project2

3.96 0.93

Full Scale (α=.71) 4.00 0.49
1 Prompt: “I think researchers should....”    
2 Prompt: “To what extent do you agree with the following statements?” 
Both sets of items were measured on five point, Likert-type scales (Strongly Agree-Strongly Disagree).

Codification of Ethical Attitudes Measure
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Ethics Heuristics for Online Data 
Research: Beyond the Belmont 

Report
1. Focus on transparency 
¾Openness about data collection
¾Sharing results with community 

leaders or research subjects

2. Data minimization
¾Collecting only what you need to 

answer an RQ
¾Letting individuals opt out
¾Sharing data at aggregate levels

3. Increased caution in sharing results

4. Respect the norms of the contexts in which online 
data was generated.
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Overview of Taxonomy

• Participant and research oversight

• Validity, interpretability, and methods 

• Stakeholder implications



Possible Ethical Solutions


