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Midterm – next week Mar 2

• Material through today (Feb 24, Algorithmic 
Surveillance)

• Midterm prep in the discussion section this week

• http://www.munmund.net/courses/spring2020/Mid
term_review_exercises.pdf

http://www.munmund.net/courses/spring2020/Midterm_review_exercises.pdf






Privacy and ethics in the 
backdrop of surveillance



* Promises of technology and the Internet

• Networked technologies
§ horizontal communication among citizens
§ drastically lowering the costs of organizing and 

access to information
§ Social movements
§ Interactivity in the public sphere/citizen 

empowerment



* However, big data also needs to be examined 
as a political process involving questions of 
power, transparency and surveillance



* Computational politics refers applying 
computational methods to large datasets 
derived from online and offline data sources 
for conducting outreach, persuasion and 
mobilization in the service of electing, 
furthering or opposing a candidate, a policy or 
legislation.



Computational politics is defined by the 
significant information asymmetry — those 
holding the data know a lot about 
individuals while people don’t know what 
the data practitioners know about them



Computational politics

• Computational politics predated the spread of the 
Internet
§ “selling of the President” by collating magazine 

subscriptions or car type purchases

• Contrast with today:
§ does a magazine subscription truly signal a voter 

preference?
§ Aggregate vs. individualized
§ Apparent data vs. latent
§ Political communication becomes less and less public as 

individuals are manipulated outside of the public sphere



Engineering the Public - Tufekci

1. The rise of big data

2. The shift away from demographics to individualized 
targeting

3. The opacity and power of computational modeling

4. The use of persuasive behavioral science

5. Digital media enabling dynamic real-time 
experimentation

6. The growth of new power brokers who own the data or 
social media environments



3. Power of computational modeling

• Combining otherwise “benign” pieces of data

• Multiple types of data aggregated together
§ Mental health prediction
§ Target incident

• Individualized modeling
§ Facebook “likes” is sufficient to model and accurately 

predict a striking number of personal attributes including 
“sexual orientation, ethnicity, religious and political views, 
personality traits, intelligence, happiness, use of addictive 
substances, parental separation, age, and gender” 
(Kosinski, et al., 2013) 

§ Identify “likely voters”, beyond surveys like Gallup



3. Power of computational modeling



4. Behavioral science

• Habermas’ (1989) ideal of the public sphere imagined status–
free actors carrying out rational conversations based on merit, 
political practitioners have long recognized that the “rational 
voter” model did not correspond to their experience in the 
world.

• Fear tactics appeal to the irrational, but have rarely been 
successful in the past
§ Fear tactics can be creatively manipulated

• Persuasion models (targeting the “irrational”) using big data to 
sway public opinion
§ Obama campaign found white envelopes signaled credibility
§ Wage disinformation campaigns



4. Behavioral science



5. Experimental science in real–time 
environments

• Much campaigning in the past was directed by “tacit knowledge,” 
“gut feel,” and deference to traditional expertise and punditry 
(Issenberg, 2012)
§ Field experiments were costly and time consuming to conduct
§ face–to–face canvassing was most effective for turnout, published 3 

years after the experiment in 2001

• The online world has opened up the doors to real–time, inexpensive 
and large–scale testing of the effectiveness of persuasion and 
political communication, a significant novelty to political campaigns

• The cultural shift in emphasizing metrics came fully of age with the 
2008 and 2012 Obama campaigns which were notable for their 
“data–driven culture”
§ In 2007, the campaign created 24 different button and media 

combinations for its splash page



6. Power of platforms and algorithmic 
governance

• Much political and civic speech occurs in the “fifth estate”
§ Data owned by private corporations
§ Platforms operate using opaque algorithms
§ Proprietary algorithms assess visibility of content

• Political “apps” of the 2012 Obama and Romney campaigns
§ Political actors’ attempts to “game” these algorithms (Tufekci 2013) 

or wondering how to censor them (Lotan 2011)
§ (Political) groups without funds to promote their content will 

become hidden from public view, or will experience changes to their 
reach that are beyond their ability to control

• A biased platform could decide to use its own store of big data to 
model voters and to target voters of a candidate favorable to the 
economic or other interests of the platform owners
§ E.g., Bond et al 2012 - next



* 6. Power of platforms and algorithmic 
governance



6. Power of platforms and algorithmic 
governance

• What if one day Facebook decides to suspend from 
its site a presidential campaign or a politician whose 
platform calls for things like increased data privacy 
for individuals and limits on data retention and use? 

• What if it decides to share data with one political 
campaign and not another? 

• What if it gives better ad rates to candidates who 
align with its own interests?



Avoiding being subject to computational 
politics?

• Should we all just leave Facebook? 
§ That may sound attractive but it is not a viable solution. 
§ In many countries, Facebook and its products simply are 

the internet. 
§ Some employers and landlords demand to see Facebook 

profiles
§ There are increasingly vast swaths of public and civic life 

— from volunteer groups to political campaigns to 
marches and protests — that are accessible or organized 
only via Facebook

• Facebook creates “shadow profiles” of non-users anyway



Two case studies





**



**



Class Discussion
Do you think use of softwares like HunchLab can 
indeed minimize unjust police brutality 
incidents toward people of color? Why or why 
not?



**





**



Class Discussion
Contrasting the three types of school/college student 
behavioral monitoring: 1) Attendance surveillance; 2) Mental 
health surveillance; 3) Violence surveillance

• Is one less or more (un)ethical than the other? Which one 
and why?

• Analyze from a utilitarian and social contract theory 
perspective.


