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A Lack of Control

• Tech companies owning profuse amounts of data
§ Companies control monopolies (Amazon, Facebook, 

and Google)

• Tech companies opaquely sharing data with partners

• Algorithms influencing our experiences online



Some Examples

• Today algorithms can shape what you buy, where you live, 
whether you get a job or a bank loan, and many other aspects 
of your life. 

• Autocomplete now predicts your words in text messages, 
Gmail, and search terms. 

• Even Tinder is controlled by algorithms — did you pick your 
love or did Tinder?

• Do you pick what you watch or buy if more than 80 percent of 
what you watch on Netflix and 30 percent of purchases on 
Amazon are the result of an algorithm? 

• Do we still have free will?





Why?

• Nature vs. nurture
§ Algorithmic decisions hardwired by an engineer
§ Now, machine learning – we don’t have to hard code 

in all the rules, let the system learn the relevant rules 
by learning from data

• Nature is the human code, the code that is 
essentially given to the algorithm or that’s part of 
the algorithm, like the equivalent of genetic code. So 
it’s the nature of the algorithm. And nurture is the 
data from which it learns.



Case Study 1



Impacting Real World Outcomes: 
The Positive Side

• The use of digital media to discuss politics during election 
times has also been the subject of various studies, covering 
the last four U.S. Presidential elections (Adamic and Glance, 2005; 
Diakopoulos and Shamma, 2010; Bekafigo and McBride, 2013; Carlisle and 
Patton, 2013; DiGrazia, et al., 2013; Wang, et al., 2016)

• Most work focuses on the positive effects of social media 
such as incrementing voting turnout (Bond, et al., 2012) or 
exposure to diverse political views (Bakshy, et al., 2015) 

contributed to the general praise of these platforms as a 
tool to foster democracy and civil political engagement 
(Shirky, 2011; Loader and Mercea, 2011; Effing, et al., 2011; Tufekci and 
Wilson, 2012; Tufekci, 2014; Yang, et al., 2016)



Social bots distort the 2016 US Presidential 
Election Online Discussion

• Quantitative investigation of how the presence of social media 
bots, defined as algorithmically driven entities that on the 
surface appear as legitimate users, affected political discussion 
around the 2016 U.S. Presidential election

• Data: over 20 million tweets generated between 16 
September and 21 October 2016 by about 2.8 million distinct 
users; data prior to the three Presidential debates

• Findings:
§ One fifth of Twitter conversations related to the election 

generated by bots
§ Network analysis and embeddedness of human and bot 

connections revealed that bots hampered democratized 
discussion



Ecosystem of social media bots

• Search Twitter for phrases/hashtags/keywords and automatically and 
retweet them

• Automatically reply to tweets that meet a certain criteria
• Automatically follow any users that tweet something with a specific 

phrase/hashtag/keyword
• Automatically follow back any users that have followed the bot
• Automatically follow any users that follow a specified user
• Automatically add users tweeting about something to public lists
• Search Google (and other engines) for articles/news according to 

specific criteria and post them, or link them in automatic replies to 
other users

• Automatically aggregating public sentiment on certain topics of 
discussion

• Buffer and post tweets automatically



The challenges of bots

• Bots are almost entirely anonymous and can be 
easily bought in secret from companies or individual 
programmers

• Source code available for developing your own bot

• Can be employed as part of an organized effort



Results



Similar results

• Oxford researchers found that “highly automated 
accounts — the accounts that tweeted 450 or more 
times with a related hashtag and user mention 
during the period before election — generated close 
to 18 percent of all Twitter traffic about the 
presidential election.”

• They also noted that bots tend to circulate negative 
news much more effectively than positive reports.





But we still don’t quite know if the 
bots really influenced election 
outcomes…. We will perhaps never 
know (don’t have data on a counter-
factual situation)



Discussion Point 1:
Should social media platforms censor 

the “free speech” of harmful bots?



Bots Generate False News

• Shao et al identified false news sites: infowars.com, 
breitbart.com, politicususa.com, and theonion.com.

• Authors then monitored some 400,000 claims made by 
these websites and studied the way they spread through 
Twitter. They did this by collecting some 14 million 
Twitter posts that mentioned these claims.

• At the same time, the team monitored some 15,000 
stories written by fact-checking organizations and over a 
million Twitter posts that mention them.

• Next, they looked at the Twitter accounts that spread this 
news

• Social bots play a key role in the spread of false news





Defining “fake news”

• Lazer et al. defined fake news outlets as those that have the trappings 
of legitimately produced news but “lack the news media’s editorial 
norms and processes for ensuring the accuracy and credibility of 
information.” 

• The attribution of “fakeness” is thus not at the level of the story but at 
that of the publisher.



Summary (1)
o The paper presents the first study of “fake news”

o The context: in recent years, alternative media outlets have 
appropriated social media platforms for their perceived economic 
and political reach and for hosting inaccurate or under-sourced 
content

o Goals:
• Provide a systematic lens for exploring the production of a certain type of 

“fake news”—alternative narratives of man-made crisis events

• Examine the production of alternate narratives (rumors, conspiracy 
theories) through Twitter and across the external websites that Twitter users 
reference as they engage in these narratives



Summary (2)

nodisinfo.com 64 779 192 
nytimes.com 22 759 594 
beforeitsnews.com 55 618 394 
veteranstoday.com 58 615 497 
foxnews.com 13 300 313 
dcclothesline.com 20 286 177 
activistpost.com 33 191 153 
yournewswire.com 32 163 117 

Table 2. Influential Domains in Alternative Narrative Tweets 

Interesting, the two most highly tweeted domains were 
both associated with significant automated account or 
“bot” activity. The Real Strategy, an alternative news site 
with a conspiracy theory orientation, is the most tweeted 
domain in our dataset (by far). The temporal signature of 
tweets citing this domain reveals a consistent pattern of 
coordinated bursts of activity at regular intervals generated 
by 200 accounts that appear to be connected to each other 
(via following relationships) and coordinated through an 
external tool. They were occasionally retweeted from out-
side their group, resulting in many weak connections to 
other alternative media domains. Though we consider this 
domain in our research, we removed its node from our 
network because its bot-driven activity distorts the graph. 
 The InfoWars domain, an alternative news website that 
focuses on Alt-Right and conspiracy theory themes, was 
the second-most tweeted domain, but as (Figure 1) shows it 
was only tenuously connected to one other node. Examin-
ing tweets that referenced this domain, we noted a large 
number (1609) of similarly-named and -aged accounts that 
sent a single tweet in our collection. This activity was very 
likely automated, though not as sophisticated as that from 
The Real Strategy. We were unable to determine who op-
erated this bot—all of the suspect accounts are currently 
suspended from Twitter. 
 The other domains in this list include both mainstream 
media and alternative media. Though both types of do-
mains are cited in the production of alternative narratives, 
our analyses show that they are cited in different ways for 
different purposes. 

A View of the Alternative News Ecosystem 
Figure 1 shows the domain network graph. In this graph, 
nodes are sized proportionally to the total number of tweets 
that linked to the domain, and they are connected when one 
user wrote different tweets citing each domain. In this first 
view, we distinguish domains by media type, with main-
stream media in Purple, alternative media in Aqua, and 
government-controlled media (e.g. RT.com) in Red. 
 80 of 117 accounts in our graph were classified as alter-
native media or blogs. We borrow the term and the mean-
ing of “alternative” from our analysis of the About pages 
of several of these domains, which claim the sites were set 

up as an alternative to “corporate-controlled” media. 
According to them, their method of operation runs counter 
to mainstream media, in that they do not intend to serve as 
traditional information mediators, but instead are here to 
just present “the facts” and let readers use their “critical 
thinking skills” to “make up their own minds”. This lan-
guage is repeated across many of these sites, though some 
of them use slightly different terms such as “independent” 
or “anti-media” to mark their distinction from mainstream.  
 

 
Figure 1. Domain Network Graph, Colored by Media Type 

Purple = mainstream media; Aqua = alternative media;  
Red = government controlled media 

  The graph shows a tightly connected cluster of alterna-
tive media domains (upper left)—suggesting that many 
users are citing multiple alternative news sites as they con-
struct alternative narratives. Within that cluster, the three 
most-highly tweeted and most connected domains are No-
Disinfo, VeteransToday and BeforeItsNews. NoDisinfo is 
a site devoted to providing alternative narratives of terrorist 
events where the primary suspect is affiliated with an Is-
lamic terror group. VeteransToday is an alternative news 
site that promotes a U.S. Alt Right, anti-globalist political 
agenda, including strong anti-Semitic themes. BeforeIts-
News acts as an aggregator of many conspiracy theory and 
pseudo-science articles from other sites. These three sites 
may have different motivations and goals, but they all 
promote alternative narratives of mass shooting events, and 
many of these narratives have very similar elements.  
 This convergence of themes extends to other sites in this 
network and to other topics. For example, a majority of the 
alternative media domains in the graph host various con-
tent that is anti-globalist, anti-vaccine, anti-GMO, and anti-
climate science (themes that may not seem consistent with 

claims. For some sites, this content seemed to be shared for 
entertainment—i.e. driving ad revenue. In others, it seemed 
to be shaped around or utilized in service of a particular 
political agenda. We attempted to disentangle the two, cod-
ing each domain for its “primary” orientation as communi-
cated through the content on the (current) home page of its 
website and its About page, or inferred from the publically-
available biographical information of its owners and writ-
ers. We noted four categories: Traditional News, Clickbait 
News, Primarily Conspiracy Theorists/Pseudo-Science 
Evangelists, and sites with a strong Political Agenda. 
Political Leaning: Finally, we coded the political leaning 
of each domain. It is important to note that the first author 
is a left-leaning individual who receives her news primarily 
through mainstream sources and who considers the alterna-
tive narratives regarding these mass shooting events to be 
false. This may have affected how the content on these 
domains was perceived and classified. 

Leaning Description 
U.S. Alt Right U.S. focused, anti-mainstream media, 

pro-Christian, anti-LGBT, anti-feminist, 
anti-globalist, climate change denying  

U.S. Alt Left U.S. focused, anti-mainstream media, 
anti-corporatist, critical of police, pro-
prison reform, pro-BlackLivesMatter 

International Anti-
Globalist 

Internationally focused, anti-globalist or 
anti-New World Order/Cabal, anti-
corporatist, conspiracy-focused 

White Nationalist 
and/or Anti-Semitic  

primarily white-nationalist or anti-
Semitic positions 

Muslim Defense primarily challenges mainstream narra-
tives of terrorist attacks by Muslims 

Russian Propaganda primarily supports Russian interests, anti-
globalist 

Table 1. Political Leaning of Alternative News Accounts 

 For mainstream sources, we coded each along a spec-
trum of left, left-leaning, center, right-leaning, right and as 
being either U.S.- or Internationally-focused. For alterna-
tive media whose political leanings do not align with the 
U.S. left (liberal) to right (conservative) categories, after 
considerable iteration, we identified three general catego-
ries that could be used to classify most of the accounts and 
three “other” categories that had a handful of significant 
accounts each (see Table 1). We elected to adopt the “Alt-
Right” term, though we acknowledge that it is a dynamic 
and amorphous term that has been applied to obscure con-
nections to the white-nationalist movement (Caldwell, 
2016). For balance, we also utilize an Alt-Left label, and 
indeed we identified a handful of accounts in our set that 
fell into that category. To make these determinations, we 
employed original content analysis and leveraged existing 
categorizations from sites such as mediabiasfactcheck.com. 

Due to considerable thematic convergence across alterna-
tive news sites (around political issues as well as views on 
climate change, vaccines and GMOs), we utilized stances 
on LGBT issues and Black Lives Matter narratives to dis-
tinguish between U.S. Alt-Right and U.S. Alt-Left. 
Interpretive Analysis 
After coding each domain, we then explored patterns, con-
nections, and anomalies across thematic categories in rela-
tion to the network graph using interpretive analysis of 
domain and tweet content. 

Findings 

Alternative Narratives through Tweets and Links 
We collected tweets related to shooting events for more 
than ten months in 2016. This time period included several 
high profile shooting events, including mass shootings with 
civilian casualties at an Orlando, FL nightclub on June 12, 
in a shopping district in Munich, Germany on July 22, and 
at a mall in Burlington, WA on September 23. Each of 
these events catalyzed considerable discussion online and 
elsewhere about the details and motives of the attack—
including claims of the attack being a “false flag”. 
 More than half of our alternative narrative collection 
(30,361 tweets) relates to the Orlando event, including: 
@ActivistPost: "Was Orlando Shooting A False 

Flag? Shooter Has Ties To FBI, Regular At Club, 

Did Not Act Alone? <link1>" 

 This tweet is typical of an alternative narrative tweet, 
leveraging uncertainty in the form of a leading question 
(Starbird et al. 2016) to present its theory. The linked-to 
article—whose title is the content of this tweet—presents 
evidence to support the theory, including facts about the 
case (such as previous contact between the FBI and the 
shooter) and perceived connections to past events that are 
similarly claimed to be false flags. The underlying theme 
here is that the U.S. government perpetrated the shooting 
with the intention of blaming it on Islamic terrorism. This 
tweet’s author, the ActivistPost, is associated with one of 
the central nodes in our network graph (see Figures 1-3), 
referenced in 191 tweets by 153 users and connected (by 
user activity) to a relatively high number of other domains. 
 The following tweet, by an account associated with a 
domain that has a strong edge tie with ActivistPost, for-
wards a similarly themed alternative narrative: 
@veteranstoday: Orlando nightclub shooting: Yet 

another false flag? -  <link2> looks like another 

PR extravaganza <photo> 

                                                
1 http://www.activistpost.com/2016/06/was-orlando-shooting-a-false-
flag-shooter-has-ties-to-fbi-regular-at-club-did-not-act-alone  
 

 Not surprisingly, when we look at connections between 
tweets, accounts, and stance towards an alternative narra-
tive (Figure 2), we see that alternative media sites are gen-
erally cited to promote these theories, while mainstream 
media are A) cited for neutral content as evidence to sup-
port these theories; or B) cited for a denial of the alterna-
tive narrative to promote and/or counter-attack that denial. 
66 of 80 alternative media accounts in our data hosted arti-
cles promoting an alternative narrative of a mass shooting. 
No mainstream media domains had articles supporting any 
of the alternative narratives of mass shooting events and 
seven had articles explicitly denying one or more of them.  
Political Stances of the Alternative Media Ecosystem 
Through in-depth content analysis of the web content 
hosted there, we determined the primary orientation and 
political leanings of each domain in our graph. 44 of 80 
alternative media domains were coded as primarily for-
warding a political agenda. The political leanings of the 
alternative media domains did not align well to U.S.-based 
notions of left (liberal) versus right (conservative). Instead, 
the most salient dimension was around the issue of global-
ism. Almost all of the alternative media domains contained 
significant content around anti-globalist themes, though the 
meaning of globalism seemed to vary somewhat across 
domains, a finding aligned with research that suggests the 
term means many different things to the different groups of 
people who oppose it (Muddle 2004). In our data, anti-
globalist sentiment echoes within the stated motivations of 
many alternative media websites, which claim to challenge 
the corporate (globalist) controlled narratives of main-
stream media. Though few domains explicitly articulated 
their anti-globalism as nationalism, research suggests that 
this theme is a strong organizing theme amongst nationalist 
populist political groups that are gaining power in Europe 
and elsewhere (Muddle 2004).  
 Likely due to the nature of our underlying data, many of 
the alternative media domains in our graph contain consid-
erable material referencing various anti-globalist conspir-
acy theories, including ones that claim high-powered peo-
ple (Illuminati, bankers, George Soros, Jews) are manipu-
lating the media and world events for their benefit. 
 After several rounds of iterative analysis to identify 
commonalities and distinctions across clusters of accounts, 
we identified three prominent political agendas: U.S. Alt 
Right, U.S. Alt-Left, and International Anti-Globalist. We 
recognize that the Alt-Right term is problematic (Caldwell 
2016; Griffiths 2016) as it has been employed to legitimize 
racist ideologies and appropriated by alternative news sites 
like Breitbart as a political tool of right-wing populism. In 
our application, we are both acknowledging those mean-
ings and calling attention to their connection to the content 
and purpose of alternative media. We applied this term to 
domains that had content primarily designed for a U.S. 

audience that were both anti-globalist and socially conser-
vative (e.g. anti-LGBT, anti-feminist, anti-immigrant).  
 We also found evidence of a non-traditional, U.S. left-
leaning political agenda that incorporated anti-globalist 
themes. Though much of the conspiratorial and political 
content on these sites was similar to or the same as content 
on the Alt-Right sites (many articles criticized U.S. Presi-
dent Obama and Hillary Clinton), the U.S. Alt-Left dif-
fered in that it had a liberal/progressive view towards so-
cial issues (e.g. pro-LGBT, pro-Black Lives Matter). 

 
Figure 3. Domain Network Graph, by Political Stance 

Pink = U.S. Alt-Right; Aqua = U.S. Alt-Left; Green = Intl. Anti-
Globalist; Black = White Nationalist/Anti-Semitic; White = other. 

 The International Anti-Globalist domains concentrated 
on geopolitical topics around the world. These sites shared 
a strong focus on challenging mainstream media and the 
political agendas of the U.S. and other Western European 
countries. All contained content that was supportive of 
recent Russian actions in Syria and defensive of Russia’s 
supposed actions to impact the U.S. election. These pro-
Russian themes were also widespread within the U.S. Alt-
Right domains, but they were most salient on the Interna-
tional Anti-Globalist sites. 
  Of the 44 alternative media domains coded as primar-
ily forwarding a political agenda, 22 were U.S. Alt-Right, 
seven were International Anti-Globalists, and four were 
U.S. Alt-Left. Figure 3 shows how those agendas were 
distributed across our domain network graph. In addition to 
these, our data also featured six domains that were primar-
ily promoting White Nationalism and/or Anti-Semitism, 
two that were primarily defenders of Islam and Muslims 
(including NoDisinfo.com), and two that were clearly Rus-
sian Propaganda. There were also two Russian Govern-
ment Media, not counted among the alternative new sites. 

• Strong political agendas underlying many of 
alternative narratives and the domains that 
hosted them

• More than half of the alternative media 
sites were coded as primarily motivated by 
a political agenda— with the conspiracy 
theories serving a secondary purpose of 
attracting an audience and reflecting or 
forwarding that agenda
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https://www.huffingtonpost.com/entry/mark-zuckerberg-regrets-fake-news-
facebook_us_59cc2039e4b05063fe0eed9d

https://www.huffingtonpost.com/entry/mark-zuckerberg-regrets-fake-news-facebook_us_59cc2039e4b05063fe0eed9d


Steps being taken

• Google announced in Nov 2016 that it would ban 
websites that peddle fake news from using its online 
advertising service. 

• Facebook after initial denial, announced updating 
the language in its Audience Network policy, which 
already says it will not display ads in sites that show 
misleading or illegal content, to include fake news 
sites.
§ Currently a significant research agenda to assess 

veracity of information shown on News Feed



Case Study 2



The Cambridge Analytica-Facebook 
Scandal

• The data analytics firm used personal information 
harvested from more than 50 million Facebook 
profiles without permission to build a system that 
could target US voters with personalized political 
advertisements based on their psychological profile

• Facebook received a number of warnings about its 
data security policies in recent years and had known 
about the Cambridge Analytica data breach since 
2015, but only suspended the firm and the 
Cambridge university researcher who harvested user 
data from Facebook earlier this month



Brexit and 2016 Presidential election links

• During the Brexit referendum, a digital services firm 
linked to Cambridge Analytica received a £625,000 
payment from a pro-Brexit campaign organization 

• In the summer of 2016 Cambridge Analytica caught 
traction in Trump Tower. One of the top campaign 
officials reached out to Cambridge for help building 
a general election-style data operation.
§ Trump son-in-law Jared Kushner suggested that was 

at his direction in a post-campaign interview with 
Forbes magazine.



Consequences

• Billions of dollars have been wiped off Facebook’s 
stock market valuation as a growing 
#DeleteFacebook movement and regulatory fears 
have spooked investors.

• Facebook is being invested by the FTC.

• Advertisers are pulling ads from Facebook, 
companies are eliminating Facebook log-in 
functions.









Discussion Point 2:
Is it the social media corporations’ job to 

figure out if their platform is really having a 
negative (or positive) impact on real world 
outcomes? Is it unethical if they don’t do so? 

Analyze using an act utilitarian and a social 
contract theory perspective.



Hosanagar’s Algorithmic Bill of Rights

• The Algorithmic Bill of Rights addresses some key 
protections consumers can and should expect



Hosanagar’s Algorithmic Bill of Rights

• Transparency of data appropriation
§ Use of Facebook data in hiring

• Transparency with regard to the actual decisions
§ Why was the loan denied?

• User control
§ Users at the very least should have some ability to turn on or turn off some of these 

systems, for example, to be able to tell a smart speaker ‘Don’t listen to me right now’ or 
‘Don’t listen until I say I’m ready for you to listen.’ 

§ This third pillar is essentially around some feedback loop where users can have some 
impact on algorithmic choice

• Formal audits 
§ For large companies, before they deploy their algorithms they actually should audit


