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Ethics	of	Algorithms	



Algorithms,	Control,	and	Manipulation	

•  What	happens	when	powerful	communica:on	tools	
(e.g.,	social	media,	digital	technologies)	are	
exploited	to		
§  manipulate	social	engagement	and	discussion	
§  to	change	the	public	percep:on	
§  to	manipulate	what	we	see,	read,	consume,	and	

learn	
§  to	change	real	world	outcomes	and	events,	e.g.,	

poli:cs	

	



Case	Study	1	



Reasoning	about	invisible	algorithms	in	
the	News	Feed	

•  What	we	see	on	social	media	plaHorms	is	not	the	
raw	informa:on,	but	rather	curated	by	“invisible”	
algorithms	
§  E.g.,	Facebook’s	News	Feed	

•  These	algorithms	shape	(even	manipulate?)	users’	
experiences	but	many	users	remain	unaware	of	their	
presence	

•  Study	with	40	users	about	their	percep:ons	of	the	
News	Feed	algorithm	



Findings	

•  More	than	half	(62%)	were	not	aware	of	the	presence	of	the	
algorithm	

•  Ini:al	reac:ons	were	surprise	and	anger	

•  Developed	a	system	FeedViz	to	show	the	differences	
between	the	raw	feed	and	the	curated	feed	

•  Users	were	upset	when	content	from	close	friends	and	family	
were	not	shown	

•  Missing	stories	aZributes	to	friends’	decision	to	exclude	them	

•  Longitudinal	study	(2-6	months	later),	algorithmic	awareness	
led	to	more	more	ac:ve	engagement	on	the	plaHorm	



“I	have	like	900	and	some	friends	and	I	feel	like	I	only	see	30	of	them	in	my	News	
Feed.	So	I	know	that	there’s	something	going	on,	I	just	don’t	know	what	it	is	
exactly”	(P26).		
“[My	friends]	all	don’t	get	to	see	everything,	and	I’ve	always	been	suspicious	of	
[Facebook],	on	how	they	choose	who	gets	to	see	it,	who	doesn’t”	(P28).	

“It’s	kind	of	intense,	it’s	kind	of	waking	up	in	‘the	Matrix’	in	a	way.	I	mean	you	
have	what	you	think	as	your	reality	of	like	what	they	choose	to	show	you.	[...]	So	
you	think	about	how	much,	kind	of,	control	they	have...”	(P19).	

“I	have	never	seen	her	post	anything!	And	I	always	assumed	that	I	wasn’t	really	
that	close	to	that	person,	so	that’s	fine.	What	the	hell?!”	(P3).	

“I	feel	like	I’m	a	mouse,	a	liZle	experiment	on	us.	To	me,	that’s	the	price	I	pay	to	
be	part	of	this	free	thing.	It’s	like	we’re	a	part	of	their	experiment	and	I’m	okay	
with	it”	(P21).	

“Well,	I’m	super	frustrated	[poin:ng	to	a	friend’s	story],	because	I	would	actually	
like	to	see	their	posts”	(P3).		

“I	think	she	needs	support	for	that;	if	I	saw	it,	then	I	would	say	something	[to	
support	her]”	(P8).	







In	defense	of	algorithmic	curation	

All	plaHorms	use	algorithmic	cura:on	that	is	invisible	to	
the	user	–	NeHlix	was	the	first.	Do	you	expect	such	
shock	if	the	same	study	was	done	for	the	algorithms	in	
NeHlix	and	Amazon?	Why	or	why	not?	

Class	Discussion	Point	1	



Class	Activity	1	



Case	Study	2	



Impacting	Real	World	Outcomes:		
The	Positive	Side	

•  The	use	of	digital	media	to	discuss	poli:cs	during	elec:on	
:mes	has	also	been	the	subject	of	various	studies,	covering	
the	last	four	U.S.	Presiden:al	elec:ons	(Adamic	and	Glance,	2005;	
Diakopoulos	and	Shamma,	2010;	Bekafigo	and	McBride,	2013;	Carlisle	and	
PaZon,	2013;	DiGrazia,	et	al.,	2013;	Wang,	et	al.,	2016)	

•  Most	work	focuses	on	the	posi:ve	effects	of	social	media	
such	as	incremen:ng	vo:ng	turnout	(Bond,	et	al.,	2012)	or	
exposure	to	diverse	poli:cal	views	(Bakshy,	et	al.,	2015)	
contributed	to	the	general	praise	of	these	plaHorms	as	a	
tool	to	foster	democracy	and	civil	poli:cal	engagement	
(Shirky,	2011;	Loader	and	Mercea,	2011;	Effing,	et	al.,	2011;	Tufekci	and	
Wilson,	2012;	Tufekci,	2014;	Yang,	et	al.,	2016)	



Social	bots	distort	the	2016	US	Presidential	
Election	Online	Discussion	

•  Quan:ta:ve	inves:ga:on	of	how	the	presence	of	social	media	
bots,	defined	as	algorithmically	driven	en::es	that	on	the	
surface	appear	as	legi:mate	users,	affected	poli:cal	
discussion	around	the	2016	U.S.	Presiden:al	elec:on	

•  Data:	over	20	million	tweets	generated	between	16	
September	and	21	October	2016	by	about	2.8	million	dis:nct	
users;	data	prior	to	the	three	Presiden:al	debates	

•  Findings:	
§  One	fiph	of	TwiZer	conversa:ons	related	to	the	elec:on	

generated	by	bots	
§  Network	analysis	and	embeddedness	of	human	and	bot	

connec:ons	revealed	that	bots	hampered	democra:zed	
discussion	



Ecosystem	of	social	media	bots	

•  Search	TwiZer	for	phrases/hashtags/keywords	and	automa:cally	and	
retweet	them	

•  Automa:cally	reply	to	tweets	that	meet	a	certain	criteria	
•  Automa:cally	follow	any	users	that	tweet	something	with	a	specific	

phrase/hashtag/keyword	
•  Automa:cally	follow	back	any	users	that	have	followed	the	bot	
•  Automa:cally	follow	any	users	that	follow	a	specified	user	
•  Automa:cally	add	users	twee:ng	about	something	to	public	lists	
•  Search	Google	(and	other	engines)	for	ar:cles/news	according	to	

specific	criteria	and	post	them,	or	link	them	in	automa:c	replies	to	
other	users	

•  Automa:cally	aggrega:ng	public	sen:ment	on	certain	topics	of	
discussion	

•  Buffer	and	post	tweets	automa:cally	



The	challenges	of	bots	

•  Bots	are	almost	en:rely	anonymous	and	can	be	
easily	bought	in	secret	from	companies	or	individual	
programmers	

•  Source	code	available	for	developing	your	own	bot	

•  Can	be	employed	as	part	of	an	organized	effort	



Results	



Similar	results	

•  Oxford	researchers	found	that	“highly	automated	
accounts	—	the	accounts	that	tweeted	450	or	more	
:mes	with	a	related	hashtag	and	user	men:on	
during	the	period	before	elec:on	—	generated	close	
to	18	percent	of	all	TwiZer	traffic	about	the	
presiden:al	elec:on.”	

•  They	also	noted	that	bots	tend	to	circulate	nega:ve	
news	much	more	effec:vely	than	posi:ve	reports.	





But	we	still	don’t	quite	know	if	the	
bots	really	influenced	election	
outcomes….	We	will	perhaps	never	
know	(don’t	have	data	on	a	counter-
factual	situation)	



Is	it	the	social	media	corporations’	job	to	
figure	out	if	their	platform	is	really	
having	a	negative	(or	positive)	impact	on	
real	world	outcomes?	Is	it	unethical	if	
they	don’t	do	so?	

Class	Discussion	Point	2	



Bots	Generate	False	News	

•  Shao	et	al	iden:fied	false	news	sites:	infowars.com,	
breitbart.com,	poli:cususa.com,	and	theonion.com.	

•  Authors	then	monitored	some	400,000	claims	made	by	
these	websites	and	studied	the	way	they	spread	through	
TwiZer.	They	did	this	by	collec:ng	some	14	million	
TwiZer	posts	that	men:oned	these	claims.	

•  At	the	same	:me,	the	team	monitored	some	15,000	
stories	wriZen	by	fact-checking	organiza:ons	and	over	a	
million	TwiZer	posts	that	men:on	them.	

•  Next,	they	looked	at	the	TwiZer	accounts	that	spread	this	
news	

•  Social	bots	play	a	key	role	in	the	spread	of	false	news	





Steps	being	taken	

•  Google	announced	in	Nov	2016	that	it	would	ban	
websites	that	peddle	fake	news	from	using	its	online	
adver:sing	service.		

•  Facebook	aper	ini:al	denial,	announced	upda:ng	
the	language	in	its	Audience	Network	policy,	which	
already	says	it	will	not	display	ads	in	sites	that	show	
misleading	or	illegal	content,	to	include	fake	news	
sites.	
§  Currently	a	significant	research	agenda	to	assess	

veracity	of	informa:on	shown	on	News	Feed	



But	should	the	algorithms	behind	social	
media	platforms	(e.g.,	those	that	spread	
false	news)	be	regulated	in	some	
common/principled	way?	Who	should	
define	what	these	regulations	should	be?	

Class	Discussion	Point	3	



If	these	regula:ons	take	the	form	of	
formal	legisla:on,	is	that	enough?	What	
challenges	s:ll	remain?	

Class	Discussion	Point	4	



Legisla:on	does	not	overcome	
interna:onal	borders.	Given	the	recent	
conjectures	and	evidence	around	how	
foreign	powers	have	manipulated	the	
spread	of	false	news	prior	to	the	2016	
Presiden:al	elec:ons,	it’s	hard	to	see	
how	this	would	work.	



Case	Study	3	



The	Cambridge	Analytica-Facebook	
Scandal	

•  The	data	analy:cs	firm	used	personal	informa:on	
harvested	from	more	than	50	million	Facebook	
profiles	without	permission	to	build	a	system	that	
could	target	US	voters	with	personalized	poli:cal	
adver:sements	based	on	their	psychological	profile	

•  Facebook	received	a	number	of	warnings	about	its	
data	security	policies	in	recent	years	and	had	known	
about	the	Cambridge	Analy:ca	data	breach	since	
2015,	but	only	suspended	the	firm	and	the	
Cambridge	university	researcher	who	harvested	user	
data	from	Facebook	earlier	this	month	



Brexit	and	2016	Presidential	election	links	

•  During	the	Brexit	referendum,	a	digital	services	firm	
linked	to	Cambridge	Analy:ca	received	a	£625,000	
payment	from	a	pro-Brexit	campaign	organiza:on		

•  In	the	summer	of	2016	Cambridge	Analy:ca	caught	
trac:on	in	Trump	Tower.	One	of	the	top	campaign	
officials	reached	out	to	Cambridge	for	help	building	
a	general	elec:on-style	data	opera:on.	
§  Trump	son-in-law	Jared	Kushner	suggested	that	was	

at	his	direc:on	in	a	post-campaign	interview	with	
Forbes	magazine.	



Consequences	

•  Billions	of	dollars	have	been	wiped	off	Facebook’s	
stock	market	valua:on	as	a	growing	
#DeleteFacebook	movement	and	regulatory	fears	
have	spooked	investors.	

•  Facebook	is	being	invested	by	the	FTC.	

•  Adver:sers	are	pulling	ads	from	Facebook,	
companies	are	elimina:ng	Facebook	log-in	
func:ons.	







Class	Activity	2	


