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so appear to discuss to some extent their therapy and 
treatment, even dosage levels of medication e.g., 150mg, 
40mg (Treatment theme), as well as generally about con-
cerns in life, work and relationships (Relationships, Life 
theme). In this last category we observe a noticeable vol-
ume of unigrams relating to religion or religious thoughts 
(jesus, bible, church, lord). On investigation of the litera-
ture, it appears that religious involvement is often found to 
be comforting to individuals experiencing psychological 
distress or sudden bereavement (McCullough et al., 1999).  

Theme Unigrams 
Symptoms anxiety, withdrawal, severe, delusions, adhd, 

weight, insomnia, drowsiness, suicidal, appe-
tite, dizziness, nausea, episodes, attacks, sleep, 
seizures, addictive, weaned, swings, dysfunc-
tion, blurred, irritability, headache, fatigue, 
imbalance, nervousness, psychosis, drowsy 

Disclosure fun, play, helped, god, answer, wants, leave, 
beautiful, suffer, sorry, tolerance, agree, hate, 
helpful, haha, enjoy, social, talk, save, win, 
care, love, like, hold, cope, amazing, discuss 

Treatment medication, side-effects, doctor, doses, effec-
tive, prescribed, therapy, inhibitor, stimulant, 
antidepressant, patients, neurotransmitters, 
prescriptions, psychotherapy, diagnosis, clini-
cal, pills, chemical, counteract, toxicity, hospi-
talization, sedative, 150mg, 40mg, drugs 

Relationships, 
life 

home, woman, she, him, girl, game, men, 
friends, sexual, boy, someone, movie, favorite, 
jesus, house, music, religion, her, songs, party, 
bible, relationship, hell, young, style, church, 
lord, father, season, heaven, dating 

Table 3. Unigrams from the depression lexicon that appear 
with high frequency in the posts from the depression class. 
These terms had the largest standardized β coefficients 
based on penalized logistic regression.  

In a similar manner, we further observe distinctively 
higher numbers of mentions of antidepressant medication 
among the depressed class, again based on a penalized lo-
gistic regression model: serotonin (β=.32); amphetamine 
(β=.28); maprotiline (β=.22); nefazodone (β=.13). 
Egonetwork Characteristics. Next we present differences 
across the two classes of users based on the egocentric 
network measures, as summarized in Table 4. We notice 
lower numbers of followers and followees for the depres-
sion class—possibly showing that these users exhibit re-
duced desire to socialize or tendency to consume external 
information and remain connected with others. They also 
show reduced reciprocity to others’ communications, indi-
cating decreased desire for social interaction. The lower 
value of the graph density of their egonetworks, and the 
smaller sizes of their 2-hop neighborhoods shows that the 
interactions per individual in their networks are limited, 
compared to the users in the other class. The prestige ratio, 
however, seems to be close to unity, compared to the other 
class, indicating that depressed individuals and their neigh-
bors typically have similar numbers of neighbors. Near 

unity prestige ratio also makes us conjecture that the 
neighbors of users in the depressed class could be ones 
they trust and connect with on psychological issues, or 
through their experiences. In fact, we know from (Kawachi 
& Berkman, 2001) that depressed individuals are known to 
cluster together. However given the limited availability of 
data in our study, we cannot confirm this finding—
however constitutes an interesting topic for future research.  

In conjunction with the higher value of clustering coeffi-
cient, embeddedness, and number of ego components, we 
conjecture that these observations indicate that depression 
sufferers typically belong to high connectivity close-knit 
networks. This may be an indication that when depressed 
individuals turn to social media, they intend to leverage the 
tool to build a closed network of trusted people, with 
whom they are comfortable sharing their psychological ex-
periences, seeking out social support, or gathering infor-
mation regarding their treatment and medication.  
Egonetwork measures Depres. class Non-depres. class 
#followers/inlinks 26.9 (σ=78.3) 45.32 (σ=90.74) 
#followees/outlinks 19.2 (σ=52.4) 40.06 (σ=63.25) 
Reciprocity 0.77 (σ=0.09) 1.364 (σ=0.186) 
Prestige ratio 0.98 (σ=0.13) 0.613 (σ=0.277) 
Graph density 0.01 (σ=0.03) 0.019 (σ=0.051) 
Clustering coefficient 0.02 (σ=0.05) 0.011 (σ=0.072) 
2-hop neighborhood 104 (σ=82.42) 198.4 (σ=110.3) 
Embeddedness 0.38 (σ=0.14) 0.226 (σ=0.192) 
#ego components 15.3 (σ=3.25) 7.851 (σ=6.294) 
Table 4. Average measures, along with std. dev. of the ego-
centric social graph, comparing the depression and non-
depression classes over the year-long period of analysis.  
Predisposition of Depression. In terms of the trends of 
each of the behavioral measures in Figure 3, we notice a 
general decrease over time in some measures, e.g., volume, 
replies, activation, 3rd person pronoun (note the negative 
slope in the trend lines), while a general increase over time 
for others like NA, 1st person pronoun usage, swear word 
use, and frequency of depression terms (positive slope in 
trend lines). We conjecture that this finding indicates indi-
viduals showing a shift in their behavior as they approach 
the onset of their depression—note that the year-long 
trends shown in the figure precede the reported onset of 
depression for the users. The clinical literature reports that 
a variety of predisposing/precipitating factors or states are 
associated with the onset of depression in people; these in-
clude mood disturbances, suicidal thoughts, cognitive im-
pairments, or self-care, attention, judgment and communi-
cation (Rabkin & Struening, 1976). Through the general 
increase of NA, lowered activation or rise in use of depres-
sive language over the period preceding depression onset, 
it seems that Twitter postings do indeed capture this.  

Predicting Depressive Behavior 
Given the two classes of users and their differences in be-
havior, how accurately can we forecast, prior to the report-
ed onset of depression, whether or not a user is likely to be 
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Figure 1: Box and whiskers plot of proportion of tweets each user has (y-axis) matching various LIWC categories. Each
bar represents one LIWC category for one condition – PTSD in purple, depression in blue, SAD in orange, bipolar in red and
control in gray. Anxiety occurs an order of magnitude less often than the others, so its proportion is on the right y-axis (and thus
not comparable to the others). Statistically significant deviations from control users are denoted by asterisks.

positive mental health outcomes (Greetham et al.,
2011; Berkman et al., 2000; Organization, 2001;
De Choudhury et al., 2013d), which is difficult
to measure directly so we examine various ways
in which this may be manifest in a user’s tweet
stream: Tweet rate measures how often a twit-
ter user posts (a measure of overall engagement
with this social media platform) and Proportion
of tweets with @mentions measures how often
a user posts ‘in conversation’ (for lack of better
terms) with other users. Number of @mentions is
a measure of how often the user in question en-
gages other users, while Number of self @men-
tions is a measure of how often the user responds
to mentions of themselves (since users rarely in-
clude their own username in a tweet). To estimate
the size of a user’s social network, we calculate
Number of unique users @mentioned and Number
of users @mentioned at least 3 times, respectively.

For each of the following analytics, we calcu-
late the proportion of a user’s tweets that the ana-
lytic finds evidence in: Insomnia and sleep distur-
bance is often a symptom of mental health disor-
ders (Weissman et al., 1996; De Choudhury et al.,
2013d), so we calculate the proportion of tweets
that a user makes between midnight and 4am ac-
cording to their local timezone. Exercise has
also been correlated with positive mental health
outcomes (Penedo and Dahn, 2005; Callaghan,
2004), so we examine tweets mentioning one of a
small set of exercise-related terms. We also use an
English sentiment analysis lexicon from Mitchell
et al. (2013) to score individual tweets according
to the presence and valence of sentiment words.

We apply no thresholds, so any tweet with a senti-
ment score above 0 was considered positive, below
0 was considered negative, and those with score 0
were considered to have no sentiment. Thus we
use the proportion of Insomnia, Exercise, Positive
Sentiment and Negative Sentiment tweets as fea-
tures in subsequent machine learning and analysis.

5 Results

We present three types of experiments to evalu-
ate the quality and character of these data, and to
demonstrate some quantifiable mental health sig-
nals in Twitter. First, we validate our method for
obtaining data by replicating previous findings us-
ing LIWC. Next, we build classifiers to distinguish
each group from the control group, demonstrating
that there is useful signal in the language of each
group, and compare these classifiers. Finally, we
analyze the correlations between our analytics and
classifiers to uncover relationships between them
and derive insight into quantifiable and relevant
mental health signals in Twitter.

Validation First, we provide some validation
for our novel method for gathering samples. We
demonstrate that language use, as measured by
LIWC, is statistically significantly different be-
tween control and diagnosed users. Figure 1
shows the proportion of tweets from each user
that scores positively on various LIWC categories
(i.e., have at least one word from that category).
Box-and-whiskers plots (Tukey, 1977)2 summa-
rize a distribution of observations and ease com-

2For a modern implementation see Wickham (2009).
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False Alarm: 0.1 0.2
Bipolar 0.64 0.82
Depression 0.48 0.68
PTSD 0.67 0.81
SAD 0.42 0.65

Figure 2: ROC curves for separating diagnosed from con-
trol users, compared across disorders: bipolar in red, depres-
sion in blue, PTSD in purple, SAD in orange. The preci-
sion (diagnosed, correctly labeled) for each disorder at false
alarm (control, labeled as diagnosed) rates of 10% and 20%
are shown to the right of the ROC curve. Chance performance
is indicated by the dotted black line.

parison between them (here, each observation is
the proportion of a user’s tweets that score posi-
tively on LIWC). The median of the distribution
is the black horizontal line in the middle of the
bar, the bar covers the inter quartile range (where
50% of the observations lie), the whiskers are a
robust estimate of the extent of the data, with out-
liers plotted as circles beyond the whiskers. An
approximation of statistical significance is indi-
cated by the pinched in notches on each bar. If
the notches on the bars do not overlap, the dif-
ferences between those distributions is different
(↵<0.05, 95% confidence interval). Each bar is
colored according to diagnosis, and each group
of 5 bars notes the scores for one LIWC cat-
egory. Differences that reach statistical signifi-
cance from the control group are noted with as-
terisks (e.g., Pro1, Swear, Anger, NegEmo and
Anxiety are statistically significantly different for
the depression group). Importantly, this repli-
cates previous findings of significant differences
between depressed users (according to an internet-
administered diagnostic battery): significant in-
creases are expected in NegEmo, Anger, Pro1 and
Pro3 and no change in PosEmo, given all previous
work (Park et al., 2012; Chung and Pennebaker,
2007; De Choudhury et al., 2013d). We repli-
cate all these findings except the increase in Pro3
(which only De Choudhury et al. (2013d) found),
which validates our data collection methods.

Classification We next explore the ability of
the various analytics to separate diagnosed from
control users and assess performance on a leave-
one-out cross-validation task. We train a log lin-
ear classifier on the features described in §4 using
scikit-learn (Pedregosa et al., 2011).

Bipolar Depression

PTSD SAD

Figure 3: ROC curves of performance of individual analyt-
ics for each disorder: LIWC in blue, pattern of life in yellow,
CLM in red, ULM in green, all in black. Chance performance
is indicated by the dotted black line.

The receiver operating characteristic (ROC)
curves in Figures 2 and 3 demonstrate perfor-
mance of the various classifiers at the task of sepa-
rating diagnosed from control groups. In all cases,
the correct detections (or hits) are on the y-axis
and the false detections (or false alarms) are on
the x-axis. Figure 2 compares performance across
diagnoses, one line per disorder.

Figure 3 shows one plot per mental health con-
dition, with the performance of the various an-
alytics, individually and in concert as individual
ROC curves. A few trends emerge – 1) All an-
alytics show some ability to separate the classes,
indicating they are finding useful signals. 2) The
LMs provide superior performance to the other an-
alytics, indicating there are more signals present
in the language than are captured by LIWC and
pattern-of-life analytics. For readability we do not
show the performance of all combinations of an-
alytics, but they perform as expected: any set of
them perform equal to or better than their indi-
vidual components. Taken together, this indicates
that there is information relevant to separating di-
agnosed users from controls in all the analytics
discussed here. Furthermore, this highlights that
there remains significant signals to be uncovered
and understood in the language of social media.

These trends also allow us to compare the dis-
orders as manifest in language usage, though this
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What	are	the	differences	you	observed	
between	the	two	studies?	What	are	the	
strengths	and	limitations	of	those	
differences?	



A	consistent	challenge	in	many	prediction	
tasks	like	these,	is	gathering	gold	standard	
information	(or	ground	truth).	What	could	be	
different	ways	to	get	at	this	problem?	



In	many	ways,	predictive	models	are	never	
100%	perfect.	How	can	social	media	
platforms	leverage	the	predictive	
methodologies	outlined	in	the	two	papers?	



Both	papers	used	Twitter	as	the	data	source	
of	study	–	in	ways	it	is	a	nice	platforms	where	
an	individual	can	make	their	profile	however	
they	wish	it	to	be.	Would	the	same	findings	
hold	on	a	platform	that	enforces	real	
identities,	like	Facebook?	



Depression	is	not	an	online	condition,	but	
one	that	spans	both	the	online	and	the	
offline	life.	The	papers	do	not	take	offline	
attributes	into	their	models.		
	
Is	there	a	way	to	that	into	account?	What	
would	be	the	most	significant	offline	
attributes	to	consider?	
	
	



Anurag	brings	up	the	concern	of	“awareness	
contamination”.	To	what	extent	do	you	think	
this	would	impact	a	predictive	model	like	the	
one	proposed	in	the	papers	going	forward?	
How	would	you	combat	that?	



The	analyses	in	Coppersmith	et	al.	indicate	
that	depression,	PTSD,	and	bipolar	disorder	
have	high	mutual	correlation,	but	correlation	
is	low	between	SAD	and	the	others.	Why	do	
you	think	that	is	the	case	–	is	there	anything	
in	the	model	or	the	data	that	account	for	it?	



In	the	first	paper,	the	ground	truth	was	
obtained	from	Amazon	mechanical	turk	
workers.	Anything	odd	or	specific	about	this	
population	that	may	have	affected	the	
findings?	What	would	be	alternative	ways	of	
recruiting	people?	



Coppersmith	et	al	shows	how	n-gram	
language	models	can	provide	better	
performance	over	LIWC	features.	What	is	the	
downside	of	using	language	models	though?	


