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Classification	



Classification:	k-NN	Algorithm	
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Classification:	Decision	trees	



Classification:	Decision	trees	



Classification:	linear	classifier	



Classification:	linear	classifier	



Bayesian	Classification:	Why?	



Classification:	linear	classifier	

it	is	used	in	estimating	the	
parameters	of	a	qualitative	response	model



Classification:	Support	Vector	Machine	

https://www.youtube.com/watch?v=1NxnPkZM9bc



Classification:	Support	Vector	Machine	

https://www.youtube.com/watch?v=3liCbRZPrZA



Discriminative	Classifiers	

•  (as	compared	to	Bayesian	methods	–	in	general)	

•  (Bayesian	networks	are	normally	slow)		

•  (Bayesian	networks	can	be	used	easily	for	pattern	discovery)	

•  (easy	in	the	form	of	priors	on	the	data	or	distributions)	



Classification	Summary	



Class	Exercise	II	



How	to	choose	the	right	classifier?	



Clustering	



Clustering:	K	means	



Clustering:	how	to	choose	K?	



Clustering:	hierarchical	clustering	



Clustering:	hierarchical	clustering	

In	order	to	decide	which	clusters	should	be	combined	(for	agglomerative),	or	
where	a	cluster	should	be	split	(for	divisive),	a	measure	of	dissimilarity	between	
sets	of	observations	is	required.	

Euclidean	distance	

Cosine	similarity	
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Classification Algos in NLTK

Naive Bayes 

Maximum Entropy / Logistic Regression 

Decision Tree 

SVM (coming soon)



Classification	using	NLTK	

Ref.	Statistical	Machine	Learning	for	Text	Classification	by	Olivier	Grisel	
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Other NLTK Features

clustering 

metrics 

parsing 

stemming 

WordNet 

... and a lot more



Notable Included Corpora

movie_reviews: pos & neg categorized IMDb reviews 

treebank: tagged and parsed WSJ text 

treebank_chunk: tagged and chunked WSJ text 

brown: tagged & categorized english text 

60 other corpora in many languages
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Other Python NLP Libraries

pattern: http://www.clips.ua.ac.be/pages/pattern 

scikits.learn: http://scikit-learn.sourceforge.net/stable/ 

fuzzywuzzy: https://github.com/seatgeek/fuzzywuzzy



Doing	slightly	advanced	data	mining	



Feature	extraction	using	scikits.learn	

Ref.	Statistical	Machine	Learning	for	Text	Classification	by	Olivier	Grisel	



TF-IDF	features	and	SVM	

Ref.	Statistical	Machine	Learning	for	Text	Classification	by	Olivier	Grisel	



import	numpy	as	np	
from	sklearn.svm	import	SVR	
from	sklearn.pipeline	import	Pipeline	
from	sklearn.preprocessing	import	StandardScaler	
	
x,y	=	np.load('data.npz')	
x_test	=	np.linspace(0,	200)	
	
model	=	Pipeline([	
				('standardize',	StandardScaler()),	
				('svr',	SVR(kernel='rbf',	verbose=0,	C=5e6,			
																							epsilon=20))	])	
model.fit(x[::,	np.newaxis],	y)	
y_test	=	model.predict(x_test[::,	np.newaxis])	

regularization	
term	



Clustering	using	scikits.learn	



Text Feature extraction in sklearn 

• sklearn.feature_extraction.text 
• CountVectorizer 

– Transform articles into token-count matrix 

• TfidfVectorizer 
– Transform articles into token-TFIDF matrix 

• Usage: 
– fit(): construct token dictionary given dataset 
– transform(): generate numerical matrix 

Text Classification in Python 11 



Text Feature extraction 

• Analyzer 
– Preprocessor: str -> str 

• Default: lowercase 
• Extra: strip_accents – handle unicode chars 

– Tokenizer: str -> [str] 
• Default: re.findall(ur"(?u)\b\w\w+\b“, string) 

– Analyzer: str -> [str] 
1. Call preprocessor and tokenizer 
2. Filter stopwords 
3. Generate n-gram tokens 

Text Classification in Python 12 



Feature Selection 

• Decrease the number of features: 
– Reduce the resource usage for faster learning 
– Remove the most common tokens and the most 

rare tokens (words with less information): 
• Parameter for Vectorizer: 

– max_df 
– min_df 
– max_features 

 

Text Classification in Python 14 



Cross Validation 

• When tuning the parameters of model, let 
each article as training and testing data 
alternately to ensure the parameters are not 
dedicated to some specific articles. 
– from sklearn.cross_validation import KFold 
– for train_index, test_index in KFold(10, 2): 

• train_index = [5 6 7 8 9] 
• test_index = [0 1 2 3 4] 

 

Text Classification in Python 16 



Performance Evaluation 

• 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  ௧௣
௧௣ା௙௣ 

• 𝑟𝑒𝑐𝑎𝑙𝑙 = ௧௣
௧௣ା௙௡ 

• 𝑓1𝑠𝑐𝑜𝑟𝑒 = 2 ௣௥௘௖௜௦௜௢௡×௥௘௖௔௟௟
௣௥௘௖௜௦௜௢௡ା௥௘௖௔௟௟ 

• sklearn.metrics 
– precision_score 
– recall_score 
– f1_score 

Text Classification in Python 17 
Source: http://en.wikipedia.org/wiki/Precision_and_recall 



Using	scikits.learn	Summary	





A	few	notes	

- The	quality	of	your	input	data	will	affect	the	accuracy	of	
your	classifier.	
	
- 	The	threshold	value	that	determines	the	sample	size	of	
the	feature	set	will	need	to	be	refined	until	it	reaches	its	
maximum	accuracy.	This	will	need	to	be	adjusted	if	
training	data	is	added,	changed	or	removed.	



Sentiment	Classification	w/	Python	

from	senti_classifier	import	senti_classifier	
sentences	=	['The	movie	was	the	worst	movie',	'It	was	the	worst	acting	by	the	actors']	
pos_score,	neg_score	=	senti_classifier.polarity_scores(sentences)	
print	pos_score,	neg_score	



Some	pointers	

Ref.	Statistical	Machine	Learning	for	Text	Classification	by	Olivier	Grisel	


