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of either current latitude and longitude, as reported for
example by a smartphone, or a static, free text entry of
a home city along with state and country. For measures
of social interactions, we have a user’s current follower
and friend counts (but no information on who the follow-
ers and friends are), and if a tweet is made in reply to
another tweet, we also have the identifying number (ID)
of the latter. Finally, a ‘retweet’ flag (‘RT’) indicates if a
tweet is a rebroadcasting of another tweet, encoding an
important kind of information spreading in the Twitter
network.

Against the many benefits of using a data source such
as Twitter, there are a number of reasonable concerns to
be raised, notably representativeness. First, in terms of
basic sampling, tweets allocated to data feeds by Twitter
were e↵ectively chosen at random from all tweets. Our
observation of this apparent absence of bias in no way
dismisses the far stronger issue that the full collection
of tweets is a non-uniform subsampling of all utterances
made by a non-representative subpopulation of all peo-
ple [47, 48]. While the demographic profile of individual
Twitter users does not match that of, say, the United
States, where the majority of users currently reside [49],
our interest is in finding suggestions of universal patterns.
Moreover, we note that like many other social networking
services, Twitter accommodates organizations as users,
particularly news services. Twitter’s user population
is therefore a blend of individuals, groups of individu-
als, organizations, media outlets, and automated services
such as bots [50], representing a kind of disaggregated,
crowd-sourced media [51]. Thus, rather than analysing
signals from a few news outlets, which in theory represent
and reflect the opinions and experiences of many, we now
have access to signals coming directly from a vast num-
ber of individuals. Moreover, in our treatment, tweets
from, say, the New York Times or the White House are
given equal weight to those of any person-on-the-street.

In sum, we see two main arguments for pursuing the
massive data stream of Twitter: (1) the potential for
describing universal human patterns, whether they be
emotional, social, or otherwise; and (2) the current and
growing importance of Twitter [52] (surprising as that
may be to critics of social media).

A preliminary glance at the data set shows that the
raw word content of tweets does appear to reflect peo-
ple’s current circumstances. For example, Fig. 1 shows
normalized daily frequencies for two food-based sets of
words, binned by hour of the day. Fig. 1A shows that,
as we would expect, the words ‘breakfast’, ‘lunch’, and
‘dinner’ respectively peak during the hours 8–9 am, 12–1
pm, and 6–7 pm. In Fig. 1B, we observe that the words
‘starving’, ‘chicken’ ‘hungry’, ‘eat’, and ‘food’, all fol-
low a similar cycle with three relative peaks, one around
midday, a smaller one before dinner, and another in the
early morning. These trends suggest more generally that
words that are correlated conceptually will be similar-
ly congruent in their temporal patterns in tweets. Oth-
er quotidian words follow equally reasonable trends: the
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FIG. 1: Daily trends for example sets of commonplace words
appearing in tweets. For purposes of comparison, each curve
is normalized so that the count fraction represents the fraction
of times a word is mentioned in a given hour relative to a day.
The numbers in parentheses indicate the relative overall abun-
dance normalized for each set of words by the most common
word. Data for these plots is drawn from approximately 26.5
billion words collected from May 21, 2009 to December 31,
2010 inclusive, with the time of day adjusted to local time by
Twitter from the former date onwards. The words ‘food’ and
‘dinner’ appeared a total of 2,994,745 (0.011%) and 4,486,379
(0.016%) times respectively.

word ‘sunrise’ peaks between 6 and 7 am, while ‘sunset’ is
most prominent around 6 pm; and the daily high for ‘cof-
fee’ occurs between 8 and 9 am. Regular cultural events
also leave their imprint with two examples from television
being ‘lost’ (for the show ‘Lost’) and ‘idol’ (for ‘American
Idol’) both sharply maximizing around their airing times
in the evening. Further evidence that everyday people
are behind a large fraction of tweets can be found in the
prevalence of colloquial terms (e.g., ‘haha’, ‘hahaha’) and
profanities, which we will return to later. Recent surveys
also show that approximately half of Twitter users engage
with the service via mobile phones [49], suggesting that
individuals are often contributing tweets from their cur-
rent location. Thus, while not statistically exhaustive, we
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FIG. 2: Demonstration of robustness and tunability of our text-based hedonometer, and reasoning for choice of a specific
metric. To measure the happiness of a given text, we first compute frequencies of all words; we then create an overall happiness
score, Eq. (1), as a weighted average of subsets of 10,222 individual word happiness assessments on a 1 to 9 scale, obtained
through Mechanical Turk (see main text and Methods). In varying word sets by excluding stop words [58], we can systematically
explore families of happiness metrics. In plot A, we show time series of average happiness for Twitter, binned by day, produced
by di↵erent metrics. Each time series is generated by omitting words with 5��h

avg

< h
avg

< 5 +�h
avg

as indicated in plot
B, which shows the overall distribution of average happiness of individual words. For �h

avg

= 0 we use all words; as �h
avg

increases, we progressively remove words centered around the neutral evaluation of 5. Plot C provides a test for robustness
through a pairwise comparison of all time series using Pearson’s correlation coe�cient. For 0.5  �h

avg

 2.5, the time series
show very strong mutual agreement. We choose �h

avg

= 1 (black curve in A and F, shown in B, white symbols in C, D,
and E) for the present paper because of its excellent correlation in output with that of a wide range of �h

avg

, and for reasons
concerning the following trade-o↵s. In A, we see that as the number of stop words increases, so does the variability of the time
series, suggesting an improvement in instrument sensitivity. However, at the same time, we lose coverage of texts. Plot D first
shows how the number of individual words for which we have evaluations decreases as �h

avg

increases. For �h
avg

= 1, we
have 3,686 individual words down from 10,222. Plot E next shows the percentage of the Twitter data set covered by each word
list, accounting for word frequency; for �h

avg

= 1, our metric uses 22.7% of all words. Lastly, in plot F (which uses plot A’s
legend), we show how coverage of words decreases with word rank. When �h

avg

= 0, we incorporate all low rank words, with a
decline beginning at rank 5,000. For �h

avg

> 0, we see similar patterns with the maximum coverage declining; for �h
avg

= 1,
we see a maximum coverage of approximately 50%.

indicated, we find �havg = 1 to be a suitable compromise
in balancing sensitivity versus robustness, i.e., the abil-
ity to pick up variations across texts (requiring higher
�havg) versus text coverage (requiring lower �havg). In
choosing �havg = 1, we are also safely above the transi-
tional value of �havg ' 0.5.

We support the robustness of our choice with evidence
provided in Figs. 2D, 2E, and 2F, which together show
how word coverage declines with increasing �havg. In

Fig. 2D, we plot the number of unique words left in our
labMT 1.0 word list (Data Set S1) as a function of �havg.
For �havg = 1, 3,686 unique words of the original 10,222
remain. The fraction of the Twitter corpus covered by
these 3,686 word is approximately 23% (Fig. 2E). By
comparison, the ANEW study’s 1,034 words collective-
ly cover only 3.7% of the corpus, typical of other texts
we have analysed such as blogs, books, and State of the
Union Addresses [23]. This discrepancy in total coverage
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FIG. 4: Word shift graph showing how changes in word frequencies produce spikes or dips in happiness for three example
dates, relative to the 7 days before and 7 days after each date. Words are ranked by their percentage contribution to the
change in average happiness, �h

avg,i. The background 14 days are set as the reference text (T
ref

) and the individual dates as
the comparison text (T

comp

). How individual words contribute to the shift is indicated by a pairing of two symbols: +/� shows
the word is more/less happy than T

ref

as a whole, and " / # shows that the word is more/less relatively prevalent in T
comp

than in T
ref

. Black and gray font additionally encode the + and � distinction respectively. The left inset panel shows how the
ranked 3,686 labMT 1.0 words (Data Set S1) combine in sum (word rank r is shown on a log scale). The four circles in the
bottom right show the total contribution of the four kinds of words (+#, +", �", �#). Relative text size is indicated by the
areas of the gray squares. See Eqs. 2 and 3 and Sec. IVB for complete details.

The primary element of our word shift graphs is a
central bar graph showing a desired number of highest
ranked labMT 1.0 words (Data Set S1) as ordered by
their absolute contribution to the change in average hap-
piness, |�havg,i|. In Fig. 4, the word shift graphs show
the first 50 words for each date. Bars corresponding to
words that are more happy than the reference text Tref

are colored yellow, and less happy ones are colored blue.
In each graph in Fig. 4, we see examples of each of the

four ways words can contribute to h(comp)
avg �h

(ref)
avg . For the

Bailout, both kinds of negative changes dominate with
42 of the top 50 shifts, including more of the relatively
negative words ‘bailout’, ‘bill’, ‘down’, ‘no’, ‘not’, ‘fail’,
‘blame’, and ‘panic’ (all �"), and less of the relative-
ly positive words ‘fun’, ‘party’, ‘game’, ‘awesome’, and

‘home’ (all +#). For the Bin Laden graph, 40 out of the
first 50 ranked words contribute to the overall drop (bars
on left). The strongest decreases come from ‘dead’ and
‘death’ and these combine with more negativity found
in ‘killed’, ‘kill’, ‘died’, ‘killing’, ‘terrorist’, ‘buried’, and
‘Pakistan’ (all �").

By contrast, we see the happiness spike of the Royal
Wedding is due to higher prevalence of positive words
such as ‘wedding’, ‘beautiful’, ‘kiss’, ‘prince’, ‘princess’,
‘dress’, and ‘gorgeous’ (all +"), and a relative dearth
of negative words such as ‘dead’, ‘death’, ‘hate’, ‘no’,
‘never’, and several profanities (all �#).

Beyond these dominant stories, our word shifts allow
us to make a number of supporting and clarifying obser-
vations. First, since we have chosen to compare spe-
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FIG. 7: Average of daily average happiness for days of the
week over four consecutive time periods of approximately five
months duration each. As per Fig. 5, crosses are based on all
days, circles for days excluding outlier days marked in Fig. 3.
The vertical scale is the same in each plot and matches that
used in Fig. 5.

between these two curves in the four panels are predom-
inantly explained as before by Christmas, New Year’s,
and Thanksgiving. In terms of universality, we again see
that Friday-Saturday-Sunday represents the peak while
Tuesday’s level is the minimum in each period. Only for
Thursday in Fig. 7B do we see a change in the overall
ordering of days. Thus, we have some confidence that
the overall weekly cycle of happiness shown in Fig. 5 is
a fair description of what appears to be a robust pattern
of users’ expressed happiness.

B. Word Shift Analysis

In Fig. 8, we present a word shift graph compar-
ing tweets made on Saturdays relative to those made
on Tuesdays. We created word frequency distributions
for each day by averaging normalized distributions from
May 21, 2009 to December 31, 2010, removing the out-
lier dates marked in Fig. 5A. Alternate ways of creating
the weekday distributions do not change the word shifts
appreciably (See Fig. S5 in Supplementary Information).
The two kinds of positive changes dominate with 38 of
the top 50 changes, including more of ‘love’, ‘haha’, ‘par-
ty’, ‘fun’, ‘Saturday’, ‘happy’, and ‘hahaha’ (all +"), and
less of ‘no’, ‘not’, ‘don’t’, ‘can’t’, ‘bad’, and ‘homework’
(all �#). These changes are readily interpretable, with
the weekend involving more leisure and family time, and
a relative absence of work, school, and related concerns.
Words in the top 50 which move against the general trend
are the more prevalent, relatively negative words ‘last’,
‘bored’, ‘drunk’, ‘fight’, and ‘hangover’ (�"), and the less
frequent positive words ‘new’, ‘google’, and ‘lunch’ (+#).
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FIG. 8: Word shift graph comparing Saturdays relative to
Tuesdays. Each day of the week’s word frequency distribu-
tion was generated by averaging normalized distributions for
each instance of that week day in May 21, 2009 to December
31, 2010, with outlier dates removed. See Fig. S5 in Sup-
plementary Information for word shifts based on alternate
distributions.

Thus while Saturdays may be on average happier than
Tuesdays, we also see evidence of boredom, fighting, and
su↵ering due to excessive drinking.

The insets of Fig. 8 provide further insight and infor-
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FIG. 11: Normalized distributions of five example common
expletives as a function of hour of the day.

VI. DAILY CYCLE

A. Average Happiness of Hours of the Day

We next examine how average happiness levels change
throughout the day at the resolution of an hour. As
shown in Fig. 10, the happiest hour of the day is 5 to
6 am, after which we see a steep decline until midday
followed by a more gradual descent to the on-average
low of 10 to 11 pm, and then a return to the daily peak
through the night. An afternoon low is consistent with
self-reported moods; Stone et al., in particular, observe
a happiness dip in the afternoon [71], though here we
see negativity decreasing well into the night. Our results
are in contrast to some previous observations regarding
blogs and Facebook [32, 44]; for example, Mihalcea and
Liu [44] found a low occurring in the middle of the day
(part of their analysis involved the ANEW study word
list). The period 5–6 am marks ‘biological midnight’
when, for example, body temperature is typically low-
est (see also [35]). People after this point in time are
more likely to be rising for the day rather than extend-
ing the previous one, leading to a change in the kinds of
mental states represented by active users.
We also find that usage rates of the most common

profanities are remarkably similar and are roughly anti-
correlated with the observed happiness cycle. Fig. 11
shows the normalized frequencies for five example pro-
fanities. Cursing follows a sawtooth pattern with a max-
imum occurring around 1 am, and the lowest relative
usage of profanities matching up with the daily early
morning happiness peak between 5 and 6 am. These
patterns suggest a gradual, on-average, daily unraveling
of the human mind.

B. Word Shift Analysis

To give a deeper sense of the underlying moods reflect-
ed in the low and high of the day, we explore the word
shift graph in Fig. 12, comparing tweets made in the
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FIG. 12: Word shift graph comparing the happiest hour (5
am to 6 am) relative to the least happy hour (10 pm to 11
pm). Days given equal weighting with outlier dates removed.
(See Fig. S6 in Supplementary Information for word shifts
based on alternate distributions.)

hours of 5 to 6 am and 10 to 11 pm. For comparison,
Fig. S6 in Supplementary Information shows word shift
graphs under three averaging schemes.
The balance plot (bottom right inset) shows that 5 to

6 am is happier because of an overall preponderance of
less abundant negative words and more abundant pos-
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Figure 4: Raw POMS Confusion scores (left) vs.
their variance normalization (right).

1 standard deviation. This is used to highlight short-
term fluctuations of public mood as a result of partic-
ular short-term events;

2. Variance normalized: a 153 day, 6-dimensional time
series whose variance has been normalized to a scale
of 1 standard deviation. This is used to assess changing
mood levels over time in relation to long-term changes
in socio-economic indicators.

The results of our data collection, aggregation and time
series production outlined above are summarized in the mas-
ter diagram of Fig. 9. Starting from the top, Fig. 9 displays
for the period under study:

1. a timeline of the most important social, cultural, po-
litical and economic events;

2. the DJIA and WTI trend lines;
3. the time series extracted from our collection of tweets

for each of the POMS mood dimensions, z-score nor-
malized.

Shaded areas indicate the span of events that lasted for more
than one day. Vertical lines originate in the time line’s events
and run across all mood dimensions to provide a visual frame
of reference.

4. RESULTS
Our investigation of the produced public mood time se-

ries proceeds in two phases. First, we assess the validity of
our sentiment analysis by examining the e↵ects of particular
events, namely the U.S. Presidential election of November 4,
2008, and the Thanksgiving holiday in the U.S., on our time
series. Second, we examine the long-term e↵ects of socio-
economic indicators on general mood levels across longer
periods of time.

4.1 Case studies
Our first case study is the 2008 US Presidential election

which was held on November 4, 2008. The mood curves in
Fig. 5 are presented as blue “sparklines” for each of the
mood dimensions. The x-axis expresses time in days; it
spans 15 days before and after election day. The period two
days before and after election day is shown as a gray area for
convenient location of mood changes in that period of time.
The y-axis corresponds to mood z-scores, expressed in stan-
dard deviations from the mean. A scale is not provided
since we are mostly interested in the pattern of increasing
and decreasing POMS mood scores for each of the di↵er-
ent dimension, rather than their exact value. However, all
discussed peaks and troughs are nearly or above 2 standard
deviations from the mean as shown in Fig. 9.
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Figure 5: Sparklines for public mood before, during
and after the US presidential election on November
4, 2008.
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Figure 6: Sparklines for public mood before, during
and after Thanksgiving on November 27, 2008.

The mood curves shown in Fig. 5 provide a fine-grained
view of public mood changes in the three-day period sur-
rounding election day (November 4, 2008). We observe a
spike in Depression and Confusion on November 3, and re-
markably a sharp drop in Fatigue that started two days be-
fore election day. This could indicate a surge in tweets that
express doubt and apprehension about the outcome of the
election, and calls for action on election day which leads to
a drop in Fatigue. November 4 is characterized by a drop in
Confusion to baseline levels, a further drop in Fatigue and a
sharp peak in Tension, indicating tweets that express calls
for action and concern and/or excitement over the election.
The outcome of the election is celebrated on November 5
where mood levels drop to nominal levels, except a signifi-
cant spike in Vigour and a large drop in Fatigue. An exam-
ination of tweet content reveals a preponderance of tweets
expressing high levels of energy and positive sentiments over
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Figure 4: Raw POMS Confusion scores (left) vs.
their variance normalization (right).

1 standard deviation. This is used to highlight short-
term fluctuations of public mood as a result of partic-
ular short-term events;

2. Variance normalized: a 153 day, 6-dimensional time
series whose variance has been normalized to a scale
of 1 standard deviation. This is used to assess changing
mood levels over time in relation to long-term changes
in socio-economic indicators.

The results of our data collection, aggregation and time
series production outlined above are summarized in the mas-
ter diagram of Fig. 9. Starting from the top, Fig. 9 displays
for the period under study:

1. a timeline of the most important social, cultural, po-
litical and economic events;

2. the DJIA and WTI trend lines;
3. the time series extracted from our collection of tweets

for each of the POMS mood dimensions, z-score nor-
malized.

Shaded areas indicate the span of events that lasted for more
than one day. Vertical lines originate in the time line’s events
and run across all mood dimensions to provide a visual frame
of reference.

4. RESULTS
Our investigation of the produced public mood time se-

ries proceeds in two phases. First, we assess the validity of
our sentiment analysis by examining the e↵ects of particular
events, namely the U.S. Presidential election of November 4,
2008, and the Thanksgiving holiday in the U.S., on our time
series. Second, we examine the long-term e↵ects of socio-
economic indicators on general mood levels across longer
periods of time.

4.1 Case studies
Our first case study is the 2008 US Presidential election

which was held on November 4, 2008. The mood curves in
Fig. 5 are presented as blue “sparklines” for each of the
mood dimensions. The x-axis expresses time in days; it
spans 15 days before and after election day. The period two
days before and after election day is shown as a gray area for
convenient location of mood changes in that period of time.
The y-axis corresponds to mood z-scores, expressed in stan-
dard deviations from the mean. A scale is not provided
since we are mostly interested in the pattern of increasing
and decreasing POMS mood scores for each of the di↵er-
ent dimension, rather than their exact value. However, all
discussed peaks and troughs are nearly or above 2 standard
deviations from the mean as shown in Fig. 9.
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Figure 5: Sparklines for public mood before, during
and after the US presidential election on November
4, 2008.

!"#$%&'$%(()

!%* +%*

,"-./01"-

2-345

#13"/5

.2613/4

*4754001"-

64-01"-

Figure 6: Sparklines for public mood before, during
and after Thanksgiving on November 27, 2008.

The mood curves shown in Fig. 5 provide a fine-grained
view of public mood changes in the three-day period sur-
rounding election day (November 4, 2008). We observe a
spike in Depression and Confusion on November 3, and re-
markably a sharp drop in Fatigue that started two days be-
fore election day. This could indicate a surge in tweets that
express doubt and apprehension about the outcome of the
election, and calls for action on election day which leads to
a drop in Fatigue. November 4 is characterized by a drop in
Confusion to baseline levels, a further drop in Fatigue and a
sharp peak in Tension, indicating tweets that express calls
for action and concern and/or excitement over the election.
The outcome of the election is celebrated on November 5
where mood levels drop to nominal levels, except a signifi-
cant spike in Vigour and a large drop in Fatigue. An exam-
ination of tweet content reveals a preponderance of tweets
expressing high levels of energy and positive sentiments over

the outcome of the election10.
Our second case study relates to the celebration of Thanks-

giving (November 27), a national holiday in the U.S. that
is nearly always associated with copious amounts of calorie-
dense food, family gatherings and American football. The
sparklines shown in Fig. 6 bear this out. All mood dimen-
sions remain nearly at baseline levels with the exception of
Vigour which spikes significantly on Thanksgiving Day indi-
cating happy, active mood. We also notice a dip in Fatigue
which along with the significant increase in Vigour further
confirms the picture of Thanksgiving as a happy, energetic
holiday.

The sparklines in Fig. 5 and Fig. 6 do not do justice to the
large magnitudes of the discussed mood changes, however.
Against the backdrop of the week- or month-long patterns
as shown in Fig. 9 the spikes in Vigour and Tension sur-
rounding the presidential election reflect a move of nearly
4 standard deviations, respectively -1 to +3 standard de-
viations for Vigour and -2 to +2 standard deviations for
Tension. Thanksgiving corresponds to the most significant
positive spike in Vigour of the entire period we study, i.e. 0
to +4 standard deviations.

4.2 General correlation drivers versus public
mood trends

In this sub-section, we examine the ability of large-scale
economic indicators such as the DJIA and the WTI to drive
public mood. In Fig. 9 we visualize the time series of the
produced POMS dimensions of mood as well as the DJIA
and WTI over the same period of time, namely August 1,
2008 to December 20, 2008.

Public sentiment fluctuated significantly in this tumul-
tuous period under the influence of the U.S. presidential
campaign and election, the failures of several large, interna-
tional banks, the DJIA dropping in value from above 11,000
points to less than 9,000, significant changes in the price of
crude oil, and the o�cial start of the deepest world-wide
economic recession since World War II. This is reflected by
the large fluctuations of the mood curves shown in Fig. 9
which exhibit large swings in value that range from several
standard deviations below the mean to several standard de-
viations above the mean on a daily or weekly scale. A few
notable examples:

August 17-20 Depression swings from -1 standard devia-
tion to +3.3 standard deviations, and back in less than
3 days.

August 28-September 2 Right after John McCain announces
Sarah Palin as his running mate, Tension swings from
-2 standard deviations to +2 standard deviations in a
few days.

October 20 Depression swings from -1 standard deviation
to +2 standard deviations and back to -1.5 in the span
of 3 or 4 days.

Throughout this tumult, the emotional response of the
Twitter community was highly di↵erentiated. None of the
mood dimensions’ values were statistically significantly cor-
related across all days in the period under investigation.

10Although the election results become known later in the
evening of November 4, the date and time in our data are
recorded in GMT+0. As a result even the immediate reac-
tions to Obama’s victory were mostly recorded on November
5 in our data.

We calculate pairwise Spearman Rank order correlations be-
tween each mood dimension by the day, thereby producing
the 6⇥6 correlation matrix M which contains no statistically
significant correlations for N = 141.

M =

2

66666664

Ts Cf Vg Ft Ag Dp
1.00 0.00 0.02 �0.05 0.09 0.07
0.00 1.00 �0.04 0.00 0.06 �0.02
0.02 �0.04 1.00 �0.02 0.00 �0.01

�0.05 0.00 �0.02 1.00 �0.06 �0.01
0.09 0.06 0.04 �0.06 1.00 0.00
0.07 �0.02 �0.01 �0.01 0.00 1.00

3

77777775

To assess the e↵ect of changes in the DJIA and WTI on
public mood levels, we define 4 crucial periods in which the
DJIA underwent significant changes in value. We examine
the extent of mood changes across those 4 periods. The
following four periods were selected on the basis of the data
shown in Fig. 9:

DJIA-I: August 1 to 24 The Dow Jones remained stable
at a value above 11,000.

DJIA-II: September 15 to October 9 The DJIA falls
precipitously from a value above 11,000 to less than
9,000.

DJIA-III: October 9 to 25 A plateau is reached after the
crash and the collapse of the Iceland banking system.

DJIA-IV: December 1-20 : After Thanksgiving, the DJIA
maintains a low plateau at 8500 to 9,000 points.

Fig. 7 shows the sparklines for the six mood dimensions
as observed in the period under study. The displayed val-
ues are variance-normalized as discussed in Section 3.4, i.e.
they are normalized according to a 30-day running standard
deviation, but not their mean. This ensures the visibility
of long-term trends in average mood levels over time. The
DJIA periods as defined above are marked as gray bars on
the graph.
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Figure 7: Sparklines for public mood in period Au-
gust, 2008 to December 20, 2008 compared to DJIA
values in 4 distinct periods of change.



Diurnal	  and	  Seasonal	  Mood	  Vary	  with	  
Work,	  Sleep,	  and	  Day	  length	  Across	  
Diverse	  Cultures	  
•  One	  of	  the	  early	  works	  examining	  relationship	  between	  social	  

media	  mood	  and	  behavior	  and	  psychological	  theories.	  
•  Identify	  daily	  and	  seasonal	  mood	  variations	  and	  relate	  it	  to	  work,	  

sleep	  and	  daylight.	  
•  Validate	  circadian	  rhythms	  in	  humans.	  
•  PA	  spike	  in	  the	  morning,	  NA	  increases	  as	  the	  day	  progresses	  

•  Measure	  positive	  affect	  and	  negative	  affect	  based	  on	  the	  lexicon	  
LIWC.	  

•  PA	  and	  NA	  are	  not	  mirror	  images	  of	  each	  other.	  



EMBARGOED UNTIL 2PM U.S. EASTERN TIME ON THE THURSDAY BEFORE THIS DATE:

plateau from noon to 9 p.m. (6), and two daily
peaks at noon and evening (4) or afternoon and
evening (5). Some PA studies have also reported
a “siesta effect” or midafternoon dip (6). Results
for NA have also been inconclusive, with peaks
observed in the midmorning (4) as well as the
afternoon (4, 5) and evening (5). Several studies
have also found that NA is not subject to diurnal
variation (6, 8).

Although these studies have improved our
understanding of affective rhythms, they have
relied heavily on small homogeneous samples of
American undergraduates (5, 6, 8) who are not
necessarily representative of the larger population
(9). Students are exposed to varying academic
schedules that constrain when and how much
they sleep. Further, these studies typically rely on
retrospective self-reports, a method that limits tem-
poral granularity and is vulnerable to memory er-
ror and experimenter demand effects. Researchers

have acknowledged the limitations of this meth-
odology (10) but have had no practical means for
in situ real-time hourly observation of individual
behavior in large and culturally diverse popula-
tions over many weeks.

That is now changing. Data from increasingly
popular online social media allow social scien-
tists to study individual behavior in real time in a
way that is both fine-grained and massively glob-
al in scale (11), making it possible to obtain pre-
cise real-time measurements across large and
diverse populations.

Several recent studies have examined the af-
fective and semantic content of messages from
online sources such as Twitter, a microblog-
ging site that records brief, time-stamped public
comments from hundreds of millions of people
worldwide (12–15). Using data from Twitter,
O’Connor et al. (13) found that opinions about
specific issues and political candidates varied

from day to day. Dodds andDanforth (14) showed
how the affective valence of songs, musicians, and
blog posts depends on the day of week, especially
holidays. In an unpublished study, Mislove et al.
(16) used Twitter messages to examine what they
refer to as the “pulse of the nation” as it varies
across the week and moves across time zones.
While avoiding the data limitations of an earlier
generation of laboratory-based experiments, these
studies, by computer and information scientists,
conflate diurnal changes within each individual
with baseline differences in affect across indi-
viduals of different chronotypes (sleep-wake
cycles), who tend to be active at different times
of the day. If “morning people” and “night owls”
differ in baseline affect, this will confound within-
individual changes in affect from morning to
night. These studies also collapsed positive and
negative affect into a single dimension, contrary
to previous research that has consistently shown
these to be largely independent dimensions. As a
consequence, the reported patterns cannot be un-
ambiguously interpreted.

Our study also uses data from Twitter, whose
140-character limit on message length allows
conversation-like exchanges. Text analysis of these
messages provides a detailed measure of individ-
uals’ spontaneous affective expressions across
the globe. We measured PA and NA using Lin-
guistic Inquiry andWord Count (LIWC), a prom-
inent lexicon for text analysis (17). The LIWC
lexicon was designed to analyze diverse genres
of text, such as “e-mails, speeches, poems, or
transcribed daily speech.” LIWC contains lists of
words or word stems that measure 64 behavioral
and psychological dimensions, including PA and
NA, as well as “anxiousness,” “anger,” and “in-
hibition.” These lists were created using emotion
rating scales and thesauruses and validated by
independent judges. Bantum andOwen (18) found
that for all emotional expression words, LIWC’s
sensitivity and specificity values were 0.88 and
0.97, respectively. We used a lexicon containing
only English words, and all reported results in-
clude only English speakers; the English profi-
ciency measure is described in (19) and its
distribution is shown in fig. S5.

We analyzed changes in hourly, daily, and
seasonal affect at the individual level in 84 iden-
tified countries (table S2). In contrast to the self-
report methodology used in offline studies, these
measures were not prompted by an experimenter,
or recollected after the fact. Rather, they were
directly obtained from comments composed by
the individuals in real time, and are therefore less
vulnerable to memory bias and experimenter de-
mand effects. Most important, instead of relying
on a small sample of American undergraduates,
we measured affective changes among millions
of Twitter users worldwide, allowing cross-societal
tests of cultural and geographic influences on af-
fective patterns.

Using Twitter.com’s data access protocol, we
collected up to 400 public messages from each
user in the sample, excluding users with fewer

Fig. 1. Hourly changes in individual affect broken down by day of the week (top, PA; bottom, NA). Each
series shows mean affect (black lines) and 95% confidence interval (colored regions).

Fig. 2. Hourly changes in individual affect in four English-speaking regions. Each series shows mean
affect (black lines) and 95% confidence interval (colored regions).
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negative affect into a single dimension, contrary
to previous research that has consistently shown
these to be largely independent dimensions. As a
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uals’ spontaneous affective expressions across
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that for all emotional expression words, LIWC’s
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only English words, and all reported results in-
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measures were not prompted by an experimenter,
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Is	  measurement	  of	  positive	  and	  
negative	  emotion	  sufficient	  for	  
assessing	  the	  well-‐being	  of	  populations?	  







The	  hedenometer	  algorithm	  uses	  ratings	  
from	  Amazon’s	  Mechanical	  Turk	  on	  words	  
obtained	  from	  music	  lyrics,	  Twitter,	  NY	  
Times	  and	  Google	  Books.	  Are	  there	  
limitations	  to	  this	  rating	  gathering	  
approach?	  



Twitter	  is	  used	  by	  millions,	  but	  could	  it	  
also	  have	  bias?	  



Dictionary	  approach	  of	  mood	  detection:	  
what	  is	  its	  limitation?	  



True	  emotion	  versus	  displayed	  emotion	  
on	  social	  media:	  how	  would	  you	  tackle	  
this	  issue?	  



People	  use	  social	  media	  for	  all	  kinds	  of	  
reasons	  and	  purposes.	  Would	  that	  affect	  
the	  moods	  they	  express?	  



Would	  “self-‐presentation”,	  “social	  
comparison”	  or	  identity	  impact	  the	  
kinds	  of	  moods	  shared?	  



Can	  social	  media	  manifested	  emotion	  
have	  a	  cultural,	  demographic,	  or	  
geographical	  bias?	  



Could	  the	  moods	  of	  certain	  Twitter	  users	  
be	  more	  “important”	  than	  others?	  (Hint:	  
influencers	  and	  contagion)	  



What	  are	  some	  of	  the	  other	  aspects,	  not	  
considered	  in	  the	  papers,	  they	  may	  
impact	  mood?	  (Hint:	  Aristotle	  said:	  
“man	  is	  a	  social	  animal”)	  



One	  possible	  application	  is	  to	  study	  
Twitter	  moods	  during	  important	  events,	  
and	  how	  they	  impact	  each	  other.	  
However	  can	  public	  displays	  of	  mood	  
from	  others	  impact	  our	  opinions?	  


