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Highlights	
  

•  Bryant,	
  Forte,	
  &	
  Bruckman:	
  
•  One	
  of	
  the	
  early	
  studies	
  that	
  examine	
  the	
  participation	
  practices	
  in	
  

Wikipedia	
  content	
  creation	
  
•  Examine	
  particularly	
  how	
  newcomers	
  become	
  members	
  of	
  the	
  

community	
  of	
  practice	
  (in	
  this	
  case	
  Wikipedia)	
  
•  How	
  the	
  motivations	
  and	
  perceptions	
  of	
  newcomers	
  change	
  
•  Study	
  through	
  the	
  lens	
  of	
  activity	
  theory	
  and	
  legitimate	
  peripheral	
  

participation	
  (LPP).	
  
•  9	
  interviews	
  of	
  Wikipedia	
  editors	
  

initial participation in Wikipedia take? How does the character of 
participation change over time as users become full participants in 
Wikipedia? Do barriers like the physical ones that isolated the 
apprentice butchers also isolate individuals in the online world of 
Wikipedia? In what ways does social organization in Wikipedia 
regulate the forms of participation that are available to 
newcomers?  

1.3 Organizing the Data: Activity Theory 
Activity theory suggests a structure for thinking through 
technology use and emergent social norms on Wikipedia and how 
they influence the transformation of members’ participation over 
time. Activity theory (AT) is often described as proceeding from 
the work of Russian psychologists Vygotsky, Leontev and Luria, 
who sought to understand human activities as complex, socially-
situated phenomena. For an in-depth discussion of its theoretical 
roots, see Engeström [8]. Today, activity theory is most often used 
to describe activity in a socio-technical system as a set of six 
interdependent elements: 

• Object - the objective of the activity system as a whole 

• Subject - a person or group engaged in the activities 

• Community - social context; all people involved 

• Division of Labor - the balance of activities among 
different people and artifacts in the system 

• Tools - the artifacts (or concepts) used by subjects to 
accomplish  tasks 

• Rules - the code and guidelines for activities and 
behaviors in the system 

These six elements and their mutual interdependencies are often 
depicted by the activity triangle diagram:  
 

 
 
 
Activity theory addresses complex features of human action and 
has been adopted by theorists in a variety of forms. None of the 
six dimensions is unproblematic; each is a multifaceted concept 
and characterizing them in great detail is beyond the scope of this 
paper. Activity theory helps explain how artifacts and social 
organization mediate action [13]. It is useful to imagine that the 
dimensions of AT provide a silhouette that needs to be filled in, 
rather than a detailed map of human activity. These dimensions 
have been used in the past as a framework for systematically 
investigating socio-technical systems that emerge with the use of 
computer-supported collaborative learning tools [10]. In this 
paper, using the AT framework provides a common language and 

a structure for thinking about LPP and transformation of 
participation. If the activity triangle above represents the context 
of activity when a user first encounters Wikipedia, we can 
imagine the triangle twisting and bending over time as 
transformations in one dimension and then another stretch and 
pull the rest of the triangle. Because each segment of the triangle 
is connected to the others, changes in one dimension affect the 
eventual character of the other dimensions as well. 

To understand how users become part of the community, we “take 
activity as the term for the process through which a person creates 
meaning in her practice, a process we can neither see or fully 
recall but a process that is ongoing as part of the participation in a 
community of practice” [3].  

2. METHOD 
A purposeful sample of active community members was collected 
by using communication channels frequented by active members. 
Communication within Wikipedia happens largely through 
something called talk pages. Individuals who have registered for a 
Wikipedia account each have a personal user page and a talk page 
where it is customary to post personal messages. We identified 
several active Wikipedia users by looking at pages that list site-
wide editing activity and placed recruiting messages on their 
personal talk pages. One of those users then posted a message 
about the study on a discussion area where it is appropriate for 
community members to make announcements. Several 
Wikipedians responded to the general announcement. We 
conducted interviews with nine Wikipedians. Five interviews 
were conducted by telephone, four by email. (A second set of data 
from thirteen later telephone interviews is currently being 
analyzed to extend and confirm these results.) 

Table 1. Study Participant Demographics 

Participant Time Active Number of Edits 
(in Nov. 2004) 

1 6 mos 399 
2 1 yr, 9 mos 5,381 
3 2 yrs, 6 mos 14,615 
4 8 mos 2,106 
5 7 mos 1,312 
6 1 yr, 6 mos 13,377 
7 1 yr, 3 mos 15,072 
8 1 yr, 11 mos 2,190 
9 2 mos 3,664 

Each telephone interview lasted approximately one hour and was 
designed to provide qualitative data about why the participants 
contributed to Wikipedia, how they had gotten started, how they 
perceived their role and, most importantly, how their perception 
of Wikipedia and their participation in it had changed over the 
course of their engagement with the site. On average, participants 
had been active in Wikipedia for 14 months at the time of the 
interviews, the duration of participants’ activity ranged from two 
months to two-and-a-half years (See Table 1). All interviewees 
reported daily or nearly daily activity on the site. Wikipedia had 
been established for over three and a half years at the time 
interviews took place. 

Figure 1. Model of an activity system [8]. 
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Highlights	
  

•  Priedhorsky	
  et	
  al.	
  2007:	
  
•  An	
  early	
  quantitative	
  study	
  of	
  Wikipedia	
  edits.	
  
•  Examine	
  the	
  “impact	
  of	
  damage”	
  due	
  to	
  edits.	
  
•  Characterize	
  types	
  of	
  damage.	
  
•  Analysis	
  of	
  large	
  logs	
  of	
  all	
  article	
  views.	
  
•  Findings:	
  probability	
  of	
  an	
  article	
  being	
  damaged	
  is	
  small,	
  but	
  it	
  is	
  

increasing.	
  
•  top	
  0.1%	
  contributed	
  to	
  44%	
  percent	
  of	
  edits	
  

We believe it is reasonable to assume that essentially all
damage is repaired within 15 revisions.

The purpose of states D-Loose and D-Strict is to be prox-
ies for the difficult-to-determine state D-True. To evaluate
the two metrics for this purpose, three human judges in-
dependently classified 676 WBR revisions, in 493 WBR se-
quences selected randomly from all WBR sequences. Clas-
sification included a best effort to figure out what was going
on, which often included a minute or two of research to ver-
ify information or clarify unfamiliar topics, words, or links.
The edit comment of the final revert was hidden in order to
avoid biasing the judges.

Judges classified revisions into the following three classes:

• Vandalized-Human (V-Human): WBR revisions
that introduce or persist clearly deliberate damage.
We attempted to follow the Wikipedia community def-
inition of vandalism, which emphasizes intent.

• Damaged-Human (D-Human): WBR revisions which
introduce or persist damage (a superset of V-Human).

• Other: All other WBR revisions. Frequent examples
were content disputes or editors changing their minds
and reverting their own work.

Determining whether a revision was V-Human or just D-
Human is difficult because it requires assessing the intent
of the editor. Indeed, despite written guidelines and cal-
ibration by judging together a smaller independent set of
WBR revisions, there were considerable differences between
the judges. From the reader’s perspective, the intent behind
damage is irrelevant, so we consider further only D-Human.

We use these judgements to evalute the effectiveness of
the classes D-Loose and D-Strict as proxies for D-True. Of
the 676 revisions judged, all three judges agreed on 437
(60%), while the class of the remaining 239 (35%) was deter-
mined by 2-1 majority. We assumed that revisions judged
D-Human by a majority of judges, and no others, were in
class D-True.

By this measure, 403 revisions (60%) were in D-True. The
automatic D-Strict classifier had a precision of 0.80 but a
recall of only 0.17, i.e., within the judged revisions, 80%
of D-Strict revisions were in D-True, but only 17% of D-
True revisions were in D-Strict; D-Strict is therefore not a
reasonable proxy for D-True.

On the other hand, the precision and recall of D-Loose
were 0.77 and 0.62 respectively. Clearly, D-Loose suffers
from both false negatives and false positives. The former
arise when editors revert damage but do not label their ac-
tions clearly, while the latter can be seen in content disputes,
as described previously. While imperfect, D-Loose is a rea-
sonable proxy for D-True. The remainder of this section will
consider D-Loose only.

5.2 Results
We found 2,100,828 damage incidents (i.e., D-Loose se-

quences). 1,294 overlapped the end of our study period, so
there were 2,099,534 damage-repair reverts. No incidents
overlapped the beginning of the study period. These inci-
dents comprised 2,955,698 damaged revisions, i.e. an aver-
age sequence comprised 1.4 damaged revisions before repair.
The study period contained 57,601,644 revisions overall, so
about 5% of revisions were damaged.
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Figure 7: Probability of a typical view returning
a damaged article. Both our data and a fitted ex-
ponential curve (with boundary lines representing
the 95% confidence interval) are shown. We fit-
ted through June 2006, when widespread use of au-
tonomous vandalism-repair bots began.
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Figure 8: Rapidity of damage repair: 42% of damage
incidents are repaired within one estimated view,
meaning that they have essentially no impact.

During the study period, we estimate that Wikipedia had
51 billion total views. Of these, 188 million were damaged
– 139 million by anonymous users – meaning that the over-
all probability of a typical view encountering damage was
0.0037. In October 2006, the last month we analyzed, it was
0.0067. Figure 7 illustrates the growth of this probability
over time. In particular, the data through June 2006 fits
the exponential curve e0.70x−8.2 − 0.0003.

Figure 8 illustrates the rapidity of damage repair. 42% of
damage incidents are repaired essentially immediately (i.e.,
within one estimated view). This result is roughly consistent
with the work of Viégas et al. [20], which showed that the
median persistence of certain types of damage was 2.8 min-
utes. However, 11% of incidents persist beyond 100 views,
0.75% – 15,756 incidents – beyond 1000 views, and 0.06% –
1,260 incidents – beyond 10,000 views. There were 9 out-
liers beyond 100,000 views and 2 beyond 500,000; of these,
8 were false positives (the other was the “Message” incident

Feature % Agreement Reliability
3v0 2v1 1v2 PF Ja

Nonsense 53 108 56 70 0.66 0.46
Offensive 28 57 30 29 0.66 0.49
Misinformation 20 28 34 64 0.45 0.22
Partial Delete 14 35 7 20 0.83 0.56
Spam 9 25 3 6 0.89 0.74
Mass Delete 9 23 5 3 0.82 0.74
Other 5 1 15 21 0.06 0.27

Figure 9: Distribution of damage features. % is the
percentage of D-Human sequences where the feature
applies (determined by majority vote), while the
Agreement columns list how many times all (3v0),
two of the three (2v1), and only one of the judges
(1v2) believed the feature applied. (Percentages do
not sum to 100 because features are not mutually ex-
clusive.) PF (proportion full) gives the proportion
assigned unanimously (i.e. PF = 3v0/(3v0 + 2v1)),
while Ja gives the Jacquard statistic: the number
of times all judges assigned the feature divided by
the number of times any assigned the feature, i.e.
Ja = 3v0/(3v0 + 2v1 + 1v2).

the 493 WBR sequences analyzed in RQ2, 308 were classified
as D-Human. These 308 sequences form the basis of this
section’s analysis.

After calibration on a different sample of D-Human edit
sequences, three judges independently classified the se-
quences, applying as many of the damage features as were
appropriate. As in RQ2 above, we used a “majority vote”
procedure, i.e. a feature applied to a sequence if at least two
of the three judges believe that it does.

6.2 Results
Figure 9 summarizes our results. It is not surprising that

agreement was highest for Spam, Mass Delete, and Partial
Delete, since these features do not require much judgement.
On the other hand, what’s offensive or nonsense is somewhat
subjective, and misinformation may be subtle. Finally, the
low number of D-Human sequences labeled Other indicate
that our categories are relatively comprehensive.

6.3 Discussion
From the perspective of Wikipedia, all damage is seri-

ous because it affects the credibility of Wikipedia’s content.
However, there are specific factors that we can use to assess
more precisely the implications of our results. First, how
common is a given type of damage? If a particular type is
infrequent, we need not worry as much. Second, what is the
potential impact on readers? If there is little harm, we need
not worry as much even if occurence is frequent. Finally,
how easy is it to detect automatically? Even if damage is
not automatically repaired, automatic notification of human
editors can speed repair.

With this in mind, Mass Delete and Nonsense are low-
impact types of damage. The former is relatively uncom-
mon and trivial to detect automatically. The latter, while
common, damages only presentation, not content, except in
cases where its sheer bulk overwhelms content. For exam-
ple, one incident consisted of the insertion of thousands of
repetitions of a string of Korean characters into the article

“Japan”. (Interestingly, the characters formed hate speech,
but we classified the incident as Nonsense because few read-
ers of the English Wikipedia understand Korean.) Spam and
Partial Delete are somewhat higher impact, because they are
tricky to detect automatically (useful edits introduce links
and remove text all the time); also, Spam wastes readers’
time and Partial Delete may cause the omission of impor-
tant information.

Offensive damage is troublesome because it is common
(28% of incidents) and potentially highly impactful – of-
fensive content damages the reputation of Wikipedia and
drives away readers. Automatic detection of offensive dam-
age is plausible in some cases (e.g., detecting obscenties) but
harder in the general case due to the complexity of offensive
speech and the difficulty of analyzing images automatically.

Misinformation may be the most pernicious form of dam-
age. It is both common (20% of incidents) and difficult to
detect. Automatic detection is essentially impossible be-
cause it requires understanding the content of the page, and
people who visit a page are typically there to learn about
its topic, not because they understand it well. An intriguing
and subtle example is that of the “Uchi-soto” article, which
discusses a specific facet of Japanese language and social
custom. A (presumably well-meaning) editor changed the
translation of the word uchi from inside to house – both
are correct, but inside is the one appropriate for this ar-
ticle. This error could only be detected by a reader with
sophisticated knowledge of Japanese.

7. SUMMARY
Wikipedia matters. It is widely used and immensely in-

fluential in contemporary discourse. It is the definitive ex-
emplar of collective action on the Web, producing a large,
successful resource of great value.

Our work has set the scientific study of Wikipedia – and,
by extension, study of other online collective action com-
munities – on a much firmer basis than ever before. Most
fundamentally, we offer a better way to measure the phe-
nomena people care about. Others have used author-based
measures, counting edits to approximate the value of contri-
butions and measuring repair time to approximate impact
of damage. We use reader-based measures. We approximate
both the value of contributions and the impact of damage
by estimating the number of times they were viewed.

Our view-based metrics let us both sharpen previous re-
sults and go beyond them. Others have shown that 1% of
Wikipedia editors contributed about half of edits [6]. We
show that 1/10th of 1% of editors contributed nearly half
of the value, measured by words read. Others have shown
that one type of damage was repaired quickly [20]. We show
this for all types of damage. We also show what this re-
sult means for readers: 42% of damage is repaired almost
immediately, i.e., before it can confuse, offend, or mislead
anyone. Nonetheless, there are still hundreds of millions of
damaged views. We categorize the types of damage that oc-
cured, show how often they occured, describe their potential
impact on readers, and discuss how hard (or easy) they are
to detect automatically. We give examples of especially im-
pactful damage to illustrate these points. Finally, we show
that the probability of encountering damage increased ex-
ponentially from January 2003 to June 2006.

What are the implications of our results? First, because a
very small proportion of Wikipedia editors account for most



Wikipedians	
  (experts)	
  had	
  a	
  broader	
  sense	
  of	
  
Wikipedia	
  as	
  a	
  community	
  –	
  members	
  of	
  the	
  
tribe,	
  in	
  contrast	
  to	
  novices.	
  	
  
	
  
Consider	
  other	
  collaborative	
  settings;	
  is	
  it	
  
common	
  or	
  unique	
  to	
  Wikipedia?	
  



Bryant	
  et	
  al	
  also	
  talk	
  about	
  the	
  role	
  of	
  
the	
  interface	
  in	
  supporting/precluding	
  
participation.	
  Why	
  do	
  you	
  think	
  the	
  
novices	
  did	
  not	
  use	
  the	
  discussion	
  and	
  
the	
  talk	
  pages?	
  



Bryant	
  et	
  al	
  found	
  that	
  some	
  novices	
  
used	
  the	
  anonymity	
  feature	
  to	
  make	
  
initial	
  contributions.	
  By	
  the	
  same	
  token,	
  
one	
  could	
  potentially	
  vandalize	
  articles.	
  
Why	
  do	
  you	
  think	
  this	
  is	
  less	
  common?	
  



In	
  general	
  Wikipedians	
  were	
  found	
  to	
  adopt	
  
a	
  variety	
  of	
  roles	
  –	
  check	
  help	
  pages,	
  answer	
  
questions;	
  resolve	
  disputes/conflicts;	
  system	
  
administration.	
  Consider	
  FLOSS,	
  do	
  you	
  
think	
  this	
  type	
  of	
  role	
  evolution	
  exists	
  there	
  
as	
  well?	
  



Bryant	
  et	
  al	
  found	
  that	
  reputation	
  is	
  a	
  strong	
  
motivating	
  factor	
  for	
  Wikipedia	
  
participation.	
  However	
  ten	
  years	
  after	
  
Wikipedia	
  was	
  formed,	
  the	
  number	
  of	
  
editors	
  continue	
  to	
  be	
  very	
  small.	
  What	
  
could	
  be	
  other	
  ways	
  to	
  boost	
  participation?	
  



One	
  of	
  you	
  mentioned	
  how	
  your	
  friend	
  got	
  into	
  an	
  
edit	
  war	
  with	
  a	
  self-­‐proclaimed	
  expert,	
  although	
  
your	
  friend	
  was	
  the	
  real	
  expert.	
  This	
  is	
  a	
  big	
  
limitation	
  of	
  Wikipedia.	
  	
  
	
  
How	
  can	
  a	
  collaborative	
  system	
  create	
  an	
  
environment	
  where	
  the	
  novices	
  are	
  not	
  
intimidated	
  by	
  the	
  experts?	
  



One	
  of	
  you	
  also	
  raised	
  the	
  very	
  valid	
  concern	
  of	
  
the	
  small	
  sample	
  size	
  in	
  Bryant	
  et	
  al.	
  It	
  is	
  worth	
  
wondering	
  if	
  the	
  career	
  choice	
  may	
  have	
  an	
  
impact	
  on	
  the	
  kind	
  of	
  participation.	
  Would	
  
monetary	
  incentives	
  have	
  made	
  a	
  difference	
  to	
  
the	
  nature	
  of	
  contributions?	
  



Both	
  policy	
  recommendations	
  from	
  Priedhorsky’s	
  
paper	
  involve	
  more	
  eyeballs	
  on	
  edits/task	
  routing.	
  
Given	
  how	
  Wikipedia	
  is	
  struggling	
  to	
  get	
  editors,	
  
this	
  increases	
  their	
  workload.	
  What	
  could	
  be	
  other	
  
ways	
  to	
  combat	
  damage?	
  



Can	
  bots	
  do	
  a	
  better	
  job	
  in	
  preventing	
  vandalism?	
  


