
Munmun	De	Choudhury
munmund@gatech.edu
Week	9 |	October	17,	2018

CS	6474/CS	4803	Social	
Computing:
Credibility



https://www.huffingtonpost.com/2013/04/22/reddit-boston-marathon-apology-suspects_n_3133472.html



Tweeting is Believing? 
Understanding Microblog
Credibility Perceptions



Summary



One limitation of the work is that their current 
recruitment method does not include certain 
demographics that consume tweets, like 
teenagers or adults without a college degree; 
education may matter 

The paper focused on a rather well-educated 
and specialized group of participants, and that it  
failed to contrast results of this population and a 
more general population



Morris et al. focus on assessing credibility 
of news. Would same observations apply 
to judging credibility of non-real time 
information? E.g., health myths



Class	Reading	– Significance	of	
assessing	credibility	of	anti-vax	
information



Credibility is, after all, a domain-
dependent attribute. Take the example of 
the anti-vax health myth. What additional 
new feature would you consider, in 
addition to the ones raised in Morris et al., 
that could be useful for assessing 
credibility? How would you factor in end 
users’ bias in perception of credibility? 





Morris et al. examined and studied 
credibility on Twitter – a primarily text 
based content system. How would the 
different cues change if we look at the 
host of new multimedia sharing social 
apps (e.g., Instagram) and want to assess 
credibility of such content?
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ABSTRACT 
In this work we develop and evaluate a method for the syndication 
and visualization of aggregate quality evaluations of informational 
video. We enable the sharing of knowledge between motivated 
media watchdogs and a wider population of casual users. We do 
this by developing simple visual cues which indicate aggregated 
activity levels and polarity of quality evaluations (i.e. positive / 
negative) which are presented in-line with videos as they play. In 
an experiment we show the potential of these visuals to engender 
constructive changes to the credibility of informational video 
under some circumstances. We discuss the limitations, and future 
work associated with this approach toward video credibility 
modulation. 

Categories and Subject Descriptors 
H.5 [Information Interfaces and Presentation]: user interfaces, 
multimedia information systems – video, evaluation methodology; 
H.4 [Information Systems Applications]: communications 
applications 

General Terms 
Design, Human Factors 

Keywords 
Video Annotation, Credibility, Visualization, Mechanical Turk  

1. INTRODUCTION 
Can you trust the information you get on a daily basis online? 
Where did it come from and who produced it? What biases of 
selection have contributed to that information? And what kinds of 
expertise did the person have who produced that information? The 
problem of information quality including aspects of credibility, 
validity, and accuracy is pervasive in contemporary media, 
especially as we begin considering user generated content, 
advertisers, and advocacy groups [17].  

Oftentimes referred to as media watchdogs, web sites such as 
Politifact and FactCheck have evolved to address issues of 

information quality by combing through the media and engaging 
in fact-checking and re-contextualization of news and other media 
reports. For high profile video events such as the State of the 
Union address given by the president of the U.S., there is a 
considerable demand for this type of watchdogging activity. For 
instance, recent coverage by news outlets like PBS included 
annotated transcripts and video snippets showing analysis from 
experts and journalists1.  One of the major issues with such 
analytic presentations as are found on Politifact, Factcheck, and 
PBS is that, especially for video, the analysis is divorced from the 
video itself, making the multimedia context difficult to understand 
in relationship with the textual analysis.  
While most methods of watchdogging are labor intensive, another 
method of coping with information quality encompasses 
harnessing social information processing systems [15] which seek 
to filter information and identify quality by aggregating the 
recommendations and ratings of many users through passive (e.g. 
through usage) or active (e.g. through voting or active rating) 
metrics of recommendation. Recent work on video annotation 
systems has combined the notion of watchdogging with social 
information procession and shown the benefit of collaborative 
evaluation of information quality with respect to enhanced 
understanding of context, comprehensiveness, and different 
perspectives by users [5]. But the effort associated with using 
such systems is still substantial and unwarranted for casual users. 

In this work we develop and evaluate methods for the in-context 
syndication of video watchdog information to a less engaged class 
of users. Our goal is to enable sharing of the knowledge of 
interested watchdogs such as journalists with a wider population 
of users and in the process modulate perceptions of information 
quality. We do this by developing simple visuals that indicate 
aggregated activity levels and polarity of evaluations (i.e. positive 
/ negative) shown in-line with videos as they play. More 
interested users can interact with and drill into the visualization 
for the details of the evaluations including tags, sources, and 
comments. In order to understand the influence of this 
visualization on casual video consumption we also evaluate its 
impact on the credibility of the information presented in the video 
as compared to a control presentation of the video.  

2. RELATED WORK 
Information quality, including such aspects as reliability, 
credibility, accuracy, and validity has been studied in a variety of 
contexts such as Wikis [30], social media [15], and traditional 
                                                                    
1 http://www.pbs.org/newshour/interactive/speeches/1/annotated-

state-of-the-union/ 
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news stories [14]. While some aspects of information quality are 
objectively verifiable (e.g. validity), others such as credibility (i.e. 
belief) are perceived and subjective notions of quality and as such 
can be modulated on an individual level [8]. Belief in particular 
can be thought of as a person’s estimate of the subjective 
probability or certainty that a proposition is true [32]. The focus 
of our work here is the design and evaluation of visual cues which 
may engender constructive changes to perceptions of belief in 
informational video (e.g. by cueing people to poor quality 
information in video). An extensive review of the research and 
communication theories associated with attitude and belief change 
can be found in [19, 23, 32].   

Recent work looking at Wikipedia has suggested that users’ 
perceptions of trustworthiness and credibility of information can 
be impacted by detecting and then visualizing edit activity and 
reputation information using relatively simple visual dashboards 
[13, 24, 31]. Other work on Wikipedia has looked at visualizing 
the trustworthiness of segments of articles based on edit history 
metrics [1, 2]. Nakamura et al. postulate that credibility can be 
modulated using social annotation data showing the polarity of 
time-stamped textual responses to video information [21].  

These approaches toward visualizing information quality often 
vary in the source of the annotations that they use. For instance, 
the data used by Nakamura as well as in other video response 
work by Ayman et al. [6, 26]  utilizes short text messages that are 
associated to the video by the public as it is playing. Automatic 
text analysis (e.g sentiment analysis) is then used to determine the 
reaction of the message to the video content. Algorithms for 
automatically evaluating the information quality of content have 
also been employed by Adler [1, 2] as well as Murakami [20]. 
While there are certainly many benefits to employing automatic 
analysis, Nakamura’s implementation also exposed several 
difficulties when dealing with unstructured video comments and 
sentiment detection including an inability to discern whether the 
sentiment of comments was in response to the original video or to 
other comments.  
Some of these difficulties are avoided with more explicit video 
evaluation information such as that collected by the Videolyzer 
system [5], which includes hierarchically organized quality tags, 
sourcing, and free text comments. However the visual complexity 
of Videolyzer and its orientation toward motivated bloggers and 
journalists means that it is inappropriate for casual users to benefit 
from its rich annotation information. Here we consider a model 
where videos would be manually annotated using a structured 
tool. This would leverage existing journalistic practices by for 
instance FactCheck to add these annotations. But then these 
annotations would be syndicated to more casual users via 

simplified and aggregated representations of the annotations, so as 
to share the benefit of the manual annotation process with as wide 
an audience as possible. Our work is most similar to Nakamura’s 
[21] with the addition of more interactive capabilities and layers 
of structured annotations (comments, tags, sources / evidence) in 
the system as well as an experimental evaluation of the effect of 
in-context visualizations on credibility. 

3. VISUALIZATION DESIGN 
In the development of our visualization we drew on work in 
dashboard design [7] and traditional broadcast graphics, which 
contextualize video information with maps, names, and titles, but 
for the most part do not provide any notion of social quality 
evaluation. Our design goal was to distill a detailed hierarchical 
and collaborative evaluation of quality into a set of simple cues 
which could be useful to viewers’ assessment of a video’s quality. 
Design decisions included both what data to visualize as well as 
whether that data should be immediately visible or only visible 
upon engagement and further interaction.  

3.1 Visual Cue Selection 
Prior work on discussion visualization suggests a range of 
quantifiable metrics for the characterization of the structure and 
content of online discussions such as size (i.e. breadth, depth, 
number of messages and contributors), recency, activity level, 
anonymity, stability, and tone [3, 13, 28]. The ability to detect 
these features automatically rests both on the degree of structure 
in the commenting system as well as the robustness of content 
analysis algorithms (e.g. sentiment or affect recognition).  

In order to reduce consumption bandwidth as well as to maximize 
the potential for showing cues relevant to credibility we organized 
cues into three levels of successive detail. We chose to focus the 
initial visualization on aggregate measures: activity level and 
annotation polarity, with interactions revealing additional 
information such as use of sources, number of contributors, and 
ultimately individual quality tags, comments, and evidence 
sources.  

Activity level, an honest signal of interest, indicates areas of the 
video that have generated more or less discussion and thus might 
be worth investigating [22]. Polarity shows whether people have 
evaluated a section of video as positive or negative. Evidence and 
sources were included because of their expected impact on 
credibility evaluations [10, 18]. Finally, the number of 
contributors was included in order to indicate if the activity or 
polarity of annotations in one area was the result of one person or 
a diversity of opinion. Our purpose in this paper is not to study the 

 
Figure 1. A close up of the graph and interactive elements from the experimental video player. It shows a stacked and colored 
graph of the annotations over the length of the video, which is time aligned to the navigation of the video. Hovering over the 
graph shows the panel at left and clicking the elements there expand in the panel at right.  
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Abstract 
Publishers of news information are keen to amplify the 
reach of their content by making it as re-sharable as possible 
on social media. In this work we study the relationship 
between the concept of social deviance and the re-sharing of 
news headlines by network gatekeepers on Twitter. Do 
network gatekeepers have the same predilection for 
selecting socially deviant news items as professionals? 
Through a study of 8,000 news items across 8 major news 
outlets in the U.S. we predominately find that network 
gatekeepers re-share news items more often when they 
reference socially deviant events. At the same time we find 
and discuss exceptions for two outlets, suggesting a more 
complex picture where newsworthiness for networked 
gatekeepers may be moderated by other effects such as 
topicality or varying motivations and relationships with 
their audience.  

Introduction   
The analytics purveyor Chartbeat recently reported that 
26% of the traffic they measure to news sites is from social 
sources.1 Now more than ever news publishers need to 
understand how to harness social platforms like Twitter 
and Facebook to disseminate information and reach larger 
audiences, both for breaking news as well as for headlines 
pointing users back to the publisher’s content (Kwak et al. 
2010; Messner, Linke, and Eford 2011). A strong social 
presence allows news publishers not only to engage their 
community of readers with the latest news, but also to 
implicate those readers as network gatekeepers (Barzilai-
Nahon 2008) who can further share that news.  

Twitter offers an unprecedented opportunity to quantify 
and analyze how news arouses interest by observing the 
number of users who re-share a news story. Motivated by 
findings proffered in previous research on news coverage, 
here we take up the relationship between the concept of 
social deviance and the re-sharing of news headlines by 

                                                             
Copyright © 2014, Association for the Advancement of Artificial 
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1 http://blog.chartbeat.com/2013/10/28/understanding-traffic-sources-part-
3-social-traffic/ 

network gatekeepers. Previous literature has found that 
events with high deviance were more likely to gain 
coverage in the main stream media (MSM) (P. Shoemaker, 
Danielian, and Brendlinger 1991), “the role of news media 
is not to mirror the world as it is, but rather to spotlight and 
draw public attention to problems and situations that need 
solutions and repair,” (Pamela Shoemaker 2006). 
Shoemaker’s theory posits that MSM will select for and 
favor socially deviant stories and events.  

But do network gatekeepers share a similar predilection 
for selecting socially deviant news items? Is social 
deviance a professionally imbued newsworthiness 
criterion, or something that more generally explains 
interest, attention, and sharing of news? Networked 
gatekeeping theory explores the idea that every user on 
Twitter is a gatekeeper, with the discretion to share or not 
share a news item with their audience (Barzilai-Nahon  
2008). Each user can have their own criteria for what 
becomes “news”—what’s worthy of sharing. In this paper 
we explore how social deviance relates to the re-sharing of 
news headlines by network gatekeepers on Twitter.  

In particular, we study 8,000 news stories posted on 
Twitter by 8 major U.S. news outlets and examine the 
distribution of socially deviant tweets and the relation to 
number of retweets. Our results show that network 
gatekeepers do tend to re-share news stories at a higher rate 
when they reference socially deviant events, particularly 
for tabloid news outlets’ content. At the same time we find 
and discuss exceptions for two outlets, suggesting a more 
complex picture where newsworthiness for networked 
gatekeepers may be moderated by other effects such as 
varying motivations or relationships with the audience. In 
addition, our study complements and broadens previous 
research that has looked at how network characteristics 
(Bhattacharya 2012), Twitter-specific features such as 
hashtags and URLs (Suh et al. 2010), context (Nahon and 
Hemsley 2013) and sentiment and emotion (Berger and 
Milkman 2012) impact the social spread of information. 



A need for “fact checking systems” that 
operate outside of the social media 
ecosystem. But these systems are difficult to 
build and use. Why?



Examining the Alternative Media 
Ecosystem Through the 
Production of Alternative 
Narratives of Mass Shooting 
Events on Twitter



Summary (1)

• The paper presents the first study of “fake news”

• The context: in recent years, alternative media outlets have 
appropriated social media platforms for their perceived 
economic and political reach and for hosting inaccurate or 
under-sourced content

• Goals:
– Provide a systematic lens for exploring the production of a certain type of 

“fake news”—alternative narratives of man-made crisis events
– Examine the production of alternate narratives (rumors, conspiracy 

theories) through Twitter and across the external websites that Twitter 
users reference as they engage in these narratives



Summary (2)

nodisinfo.com 64 779 192 
nytimes.com 22 759 594 
beforeitsnews.com 55 618 394 
veteranstoday.com 58 615 497 
foxnews.com 13 300 313 
dcclothesline.com 20 286 177 
activistpost.com 33 191 153 
yournewswire.com 32 163 117 

Table 2. Influential Domains in Alternative Narrative Tweets 

Interesting, the two most highly tweeted domains were 
both associated with significant automated account or 
“bot” activity. The Real Strategy, an alternative news site 
with a conspiracy theory orientation, is the most tweeted 
domain in our dataset (by far). The temporal signature of 
tweets citing this domain reveals a consistent pattern of 
coordinated bursts of activity at regular intervals generated 
by 200 accounts that appear to be connected to each other 
(via following relationships) and coordinated through an 
external tool. They were occasionally retweeted from out-
side their group, resulting in many weak connections to 
other alternative media domains. Though we consider this 
domain in our research, we removed its node from our 
network because its bot-driven activity distorts the graph. 
 The InfoWars domain, an alternative news website that 
focuses on Alt-Right and conspiracy theory themes, was 
the second-most tweeted domain, but as (Figure 1) shows it 
was only tenuously connected to one other node. Examin-
ing tweets that referenced this domain, we noted a large 
number (1609) of similarly-named and -aged accounts that 
sent a single tweet in our collection. This activity was very 
likely automated, though not as sophisticated as that from 
The Real Strategy. We were unable to determine who op-
erated this bot—all of the suspect accounts are currently 
suspended from Twitter. 
 The other domains in this list include both mainstream 
media and alternative media. Though both types of do-
mains are cited in the production of alternative narratives, 
our analyses show that they are cited in different ways for 
different purposes. 

A View of the Alternative News Ecosystem 
Figure 1 shows the domain network graph. In this graph, 
nodes are sized proportionally to the total number of tweets 
that linked to the domain, and they are connected when one 
user wrote different tweets citing each domain. In this first 
view, we distinguish domains by media type, with main-
stream media in Purple, alternative media in Aqua, and 
government-controlled media (e.g. RT.com) in Red. 
 80 of 117 accounts in our graph were classified as alter-
native media or blogs. We borrow the term and the mean-
ing of “alternative” from our analysis of the About pages 
of several of these domains, which claim the sites were set 

up as an alternative to “corporate-controlled” media. 
According to them, their method of operation runs counter 
to mainstream media, in that they do not intend to serve as 
traditional information mediators, but instead are here to 
just present “the facts” and let readers use their “critical 
thinking skills” to “make up their own minds”. This lan-
guage is repeated across many of these sites, though some 
of them use slightly different terms such as “independent” 
or “anti-media” to mark their distinction from mainstream.  
 

 
Figure 1. Domain Network Graph, Colored by Media Type 

Purple = mainstream media; Aqua = alternative media;  
Red = government controlled media 

  The graph shows a tightly connected cluster of alterna-
tive media domains (upper left)—suggesting that many 
users are citing multiple alternative news sites as they con-
struct alternative narratives. Within that cluster, the three 
most-highly tweeted and most connected domains are No-
Disinfo, VeteransToday and BeforeItsNews. NoDisinfo is 
a site devoted to providing alternative narratives of terrorist 
events where the primary suspect is affiliated with an Is-
lamic terror group. VeteransToday is an alternative news 
site that promotes a U.S. Alt Right, anti-globalist political 
agenda, including strong anti-Semitic themes. BeforeIts-
News acts as an aggregator of many conspiracy theory and 
pseudo-science articles from other sites. These three sites 
may have different motivations and goals, but they all 
promote alternative narratives of mass shooting events, and 
many of these narratives have very similar elements.  
 This convergence of themes extends to other sites in this 
network and to other topics. For example, a majority of the 
alternative media domains in the graph host various con-
tent that is anti-globalist, anti-vaccine, anti-GMO, and anti-
climate science (themes that may not seem consistent with 

claims. For some sites, this content seemed to be shared for 
entertainment—i.e. driving ad revenue. In others, it seemed 
to be shaped around or utilized in service of a particular 
political agenda. We attempted to disentangle the two, cod-
ing each domain for its “primary” orientation as communi-
cated through the content on the (current) home page of its 
website and its About page, or inferred from the publically-
available biographical information of its owners and writ-
ers. We noted four categories: Traditional News, Clickbait 
News, Primarily Conspiracy Theorists/Pseudo-Science 
Evangelists, and sites with a strong Political Agenda. 
Political Leaning: Finally, we coded the political leaning 
of each domain. It is important to note that the first author 
is a left-leaning individual who receives her news primarily 
through mainstream sources and who considers the alterna-
tive narratives regarding these mass shooting events to be 
false. This may have affected how the content on these 
domains was perceived and classified. 

Leaning Description 
U.S. Alt Right U.S. focused, anti-mainstream media, 

pro-Christian, anti-LGBT, anti-feminist, 
anti-globalist, climate change denying  

U.S. Alt Left U.S. focused, anti-mainstream media, 
anti-corporatist, critical of police, pro-
prison reform, pro-BlackLivesMatter 

International Anti-
Globalist 

Internationally focused, anti-globalist or 
anti-New World Order/Cabal, anti-
corporatist, conspiracy-focused 

White Nationalist 
and/or Anti-Semitic  

primarily white-nationalist or anti-
Semitic positions 

Muslim Defense primarily challenges mainstream narra-
tives of terrorist attacks by Muslims 

Russian Propaganda primarily supports Russian interests, anti-
globalist 

Table 1. Political Leaning of Alternative News Accounts 

 For mainstream sources, we coded each along a spec-
trum of left, left-leaning, center, right-leaning, right and as 
being either U.S.- or Internationally-focused. For alterna-
tive media whose political leanings do not align with the 
U.S. left (liberal) to right (conservative) categories, after 
considerable iteration, we identified three general catego-
ries that could be used to classify most of the accounts and 
three “other” categories that had a handful of significant 
accounts each (see Table 1). We elected to adopt the “Alt-
Right” term, though we acknowledge that it is a dynamic 
and amorphous term that has been applied to obscure con-
nections to the white-nationalist movement (Caldwell, 
2016). For balance, we also utilize an Alt-Left label, and 
indeed we identified a handful of accounts in our set that 
fell into that category. To make these determinations, we 
employed original content analysis and leveraged existing 
categorizations from sites such as mediabiasfactcheck.com. 

Due to considerable thematic convergence across alterna-
tive news sites (around political issues as well as views on 
climate change, vaccines and GMOs), we utilized stances 
on LGBT issues and Black Lives Matter narratives to dis-
tinguish between U.S. Alt-Right and U.S. Alt-Left. 
Interpretive Analysis 
After coding each domain, we then explored patterns, con-
nections, and anomalies across thematic categories in rela-
tion to the network graph using interpretive analysis of 
domain and tweet content. 

Findings 

Alternative Narratives through Tweets and Links 
We collected tweets related to shooting events for more 
than ten months in 2016. This time period included several 
high profile shooting events, including mass shootings with 
civilian casualties at an Orlando, FL nightclub on June 12, 
in a shopping district in Munich, Germany on July 22, and 
at a mall in Burlington, WA on September 23. Each of 
these events catalyzed considerable discussion online and 
elsewhere about the details and motives of the attack—
including claims of the attack being a “false flag”. 
 More than half of our alternative narrative collection 
(30,361 tweets) relates to the Orlando event, including: 
@ActivistPost: "Was Orlando Shooting A False 

Flag? Shooter Has Ties To FBI, Regular At Club, 
Did Not Act Alone? <link1>" 

 This tweet is typical of an alternative narrative tweet, 
leveraging uncertainty in the form of a leading question 
(Starbird et al. 2016) to present its theory. The linked-to 
article—whose title is the content of this tweet—presents 
evidence to support the theory, including facts about the 
case (such as previous contact between the FBI and the 
shooter) and perceived connections to past events that are 
similarly claimed to be false flags. The underlying theme 
here is that the U.S. government perpetrated the shooting 
with the intention of blaming it on Islamic terrorism. This 
tweet’s author, the ActivistPost, is associated with one of 
the central nodes in our network graph (see Figures 1-3), 
referenced in 191 tweets by 153 users and connected (by 
user activity) to a relatively high number of other domains. 
 The following tweet, by an account associated with a 
domain that has a strong edge tie with ActivistPost, for-
wards a similarly themed alternative narrative: 
@veteranstoday: Orlando nightclub shooting: Yet 

another false flag? -  <link2> looks like another 
PR extravaganza <photo> 

                                                
1 http://www.activistpost.com/2016/06/was-orlando-shooting-a-false-
flag-shooter-has-ties-to-fbi-regular-at-club-did-not-act-alone  
 

 Not surprisingly, when we look at connections between 
tweets, accounts, and stance towards an alternative narra-
tive (Figure 2), we see that alternative media sites are gen-
erally cited to promote these theories, while mainstream 
media are A) cited for neutral content as evidence to sup-
port these theories; or B) cited for a denial of the alterna-
tive narrative to promote and/or counter-attack that denial. 
66 of 80 alternative media accounts in our data hosted arti-
cles promoting an alternative narrative of a mass shooting. 
No mainstream media domains had articles supporting any 
of the alternative narratives of mass shooting events and 
seven had articles explicitly denying one or more of them.  
Political Stances of the Alternative Media Ecosystem 
Through in-depth content analysis of the web content 
hosted there, we determined the primary orientation and 
political leanings of each domain in our graph. 44 of 80 
alternative media domains were coded as primarily for-
warding a political agenda. The political leanings of the 
alternative media domains did not align well to U.S.-based 
notions of left (liberal) versus right (conservative). Instead, 
the most salient dimension was around the issue of global-
ism. Almost all of the alternative media domains contained 
significant content around anti-globalist themes, though the 
meaning of globalism seemed to vary somewhat across 
domains, a finding aligned with research that suggests the 
term means many different things to the different groups of 
people who oppose it (Muddle 2004). In our data, anti-
globalist sentiment echoes within the stated motivations of 
many alternative media websites, which claim to challenge 
the corporate (globalist) controlled narratives of main-
stream media. Though few domains explicitly articulated 
their anti-globalism as nationalism, research suggests that 
this theme is a strong organizing theme amongst nationalist 
populist political groups that are gaining power in Europe 
and elsewhere (Muddle 2004).  
 Likely due to the nature of our underlying data, many of 
the alternative media domains in our graph contain consid-
erable material referencing various anti-globalist conspir-
acy theories, including ones that claim high-powered peo-
ple (Illuminati, bankers, George Soros, Jews) are manipu-
lating the media and world events for their benefit. 
 After several rounds of iterative analysis to identify 
commonalities and distinctions across clusters of accounts, 
we identified three prominent political agendas: U.S. Alt 
Right, U.S. Alt-Left, and International Anti-Globalist. We 
recognize that the Alt-Right term is problematic (Caldwell 
2016; Griffiths 2016) as it has been employed to legitimize 
racist ideologies and appropriated by alternative news sites 
like Breitbart as a political tool of right-wing populism. In 
our application, we are both acknowledging those mean-
ings and calling attention to their connection to the content 
and purpose of alternative media. We applied this term to 
domains that had content primarily designed for a U.S. 

audience that were both anti-globalist and socially conser-
vative (e.g. anti-LGBT, anti-feminist, anti-immigrant).  
 We also found evidence of a non-traditional, U.S. left-
leaning political agenda that incorporated anti-globalist 
themes. Though much of the conspiratorial and political 
content on these sites was similar to or the same as content 
on the Alt-Right sites (many articles criticized U.S. Presi-
dent Obama and Hillary Clinton), the U.S. Alt-Left dif-
fered in that it had a liberal/progressive view towards so-
cial issues (e.g. pro-LGBT, pro-Black Lives Matter). 

 
Figure 3. Domain Network Graph, by Political Stance 

Pink = U.S. Alt-Right; Aqua = U.S. Alt-Left; Green = Intl. Anti-
Globalist; Black = White Nationalist/Anti-Semitic; White = other. 

 The International Anti-Globalist domains concentrated 
on geopolitical topics around the world. These sites shared 
a strong focus on challenging mainstream media and the 
political agendas of the U.S. and other Western European 
countries. All contained content that was supportive of 
recent Russian actions in Syria and defensive of Russia’s 
supposed actions to impact the U.S. election. These pro-
Russian themes were also widespread within the U.S. Alt-
Right domains, but they were most salient on the Interna-
tional Anti-Globalist sites. 
  Of the 44 alternative media domains coded as primar-
ily forwarding a political agenda, 22 were U.S. Alt-Right, 
seven were International Anti-Globalists, and four were 
U.S. Alt-Left. Figure 3 shows how those agendas were 
distributed across our domain network graph. In addition to 
these, our data also featured six domains that were primar-
ily promoting White Nationalism and/or Anti-Semitism, 
two that were primarily defenders of Islam and Muslims 
(including NoDisinfo.com), and two that were clearly Rus-
sian Propaganda. There were also two Russian Govern-
ment Media, not counted among the alternative new sites. 

• Strong political agendas underlying many of 
alternative narratives and the domains that hosted 
them

• More than half of the alternative media sites were 
coded as primarily motivated by a political agenda—
with the conspiracy theories serving a secondary 
purpose of attracting an audience and reflecting or 
forwarding that agenda
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Abstract 
The anti-vaccination movement threatens public health by 
reducing the likelihood of disease eradication. With social 
media’s purported role in disseminating anti-vaccine infor-
mation, it is imperative to understand the drivers of attitudes 
among participants involved in the vaccination debate on a 
communication channel critical to the movement: Twitter. 
Using four years of longitudinal data capturing vaccine dis-
cussions on Twitter, we identify users who persistently hold 
pro and anti attitudes, and those who newly adopt anti atti-
tudes towards vaccination. After gathering each user’s entire 
Twitter timeline, totaling to over 3 million tweets, we ex-
plore differences in the individual narratives across the user 
cohorts. We find that those with long-term anti-vaccination 
attitudes manifest conspiratorial thinking, mistrust in gov-
ernment, and are resolute and in-group focused in language. 
New adoptees appear to be predisposed to form anti-
vaccination attitudes via similar government distrust and 
general paranoia, but are more social and less certain than 
their long-term counterparts. We discuss how this apparent 
predisposition can interact with social media-fueled events 
to bring newcomers into the anti-vaccination movement. 
Given the strong base of conspiratorial thinking underlying 
anti-vaccination attitudes, we conclude by highlighting the 
need for alternatives to traditional methods of using authori-
tative sources such as the government when correcting mis-
leading vaccination claims. 

Introduction 
Measles, a highly contagious respiratory disease responsi-
ble for an estimated 122,000 deaths worldwide each year, 
was officially eradicated from the United States in 2000. 
Yet the disease appears to be rebounding. According to the 
CDC, in 2014 the number of measles cases had reached a 
20-year high1(CDC 2015). Sadly, many of these cases 
could have been prevented, as 90% of measles cases in 
2014 were in people who were not vaccinated or whose 
vaccination status was unknown. One reason for this re-
bound is that concerns about vaccine side effects have tak-
en precedence over the dangers of potentially deadly vac-
cine-preventable diseases and a vaccination culture pro-
moting anti-vaccination has emerged (Kata 2010). This 
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persistent vaccine criticism movement has spread rapidly 
through social media, a channel often used to disseminate 
medical information without verification by the expert 
medical co mmunity (Keelan et al. 2010).  
 Given the increasing reliance on online media for accu-
rate health information and the general growth of social 
media sites, the attitudes of anti-vaccination advocates risk 
becoming a global phenomenon that could impact immun-
ization behavior at significant scale (Kata 2010). In fact a 
controlled study showed that parents opting to exempt 
children from vaccination are more likely to have received 
the information online compared to those vaccinating their 
kids (Salmon et al. 2005). These parents benefit from “herd 
immunity” in which eradication is achieved by immunizing 
a critical proportion of the population. However, as inter-
net-fueled misbeliefs drive people to opt out of vaccina-
tion, herd immunity is weakened, increasing the chances of 
a disease outbreak. Thus it is important to understand the 
underlying characteristics of individuals with anti-
vaccination attitudes. What drives people to develop and 
perpetuate the anti-vaccination movement? 
 In this paper we explore this question by examining in-
dividuals’ overt expressions towards vaccination in a social 
media platform extensively used for vaccine discussions: 
Twitter. By using four years of longitudinal data capturing 
vaccination discussions on Twitter, we identify three sets 
of key individuals: users who are persistently pro vaccine, 
those who are persistently anti vaccine and users who new-
ly join the anti-vaccination cohort following an event sym-
bolic to the vaccine controversy. Long-term anti-
vaccination advocates play an important role in preventing 
eradication because they sustain weakness in herd immuni-
ty, and thus it is crucial to understand them and their moti-
vations. Examining new anti-vaccination proponents al-
lows us to understand the type of person that would adopt 
such a stance despite strong recommendations to the con-
trary from authoritative organizations like the CDC. After 
fetching each cohort’s entire timeline of tweets, totaling to 
more than 3 million tweets, we compare and contrast their 
linguistic styles, topics of interest, social characteristics 
and underlying cognitive dimensions, all with an eye to 
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Class Exercise III

Starbird found that alternative media sits may 
give the false perception of being exposed to a 
diverse information diet. Most of them, 
seemingly different on the surface, harp on the 
same political (e.g., anti-globalist) agenda. 

How can social media platforms ensure 
information diversity while curbing the negative 
impact of fake news?





(Bessi and Ferrara)



Impact of social bots (1)



Impact of social bots (2)



Should social media platforms censor 
the “free speech” of harmful bots?



https://www.huffingtonpost.com/entry/mark-zuckerberg-regrets-fake-news-
facebook_us_59cc2039e4b05063fe0eed9d



Class Exercise IV


