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Different tasks



Class Exercise I



What we will cover…



Representing data



Representing data





Classification



Classification



Classification Accuracy: Estimating Error Rates



Classification



Classification: k-NN Algorithm



Classification: Decision trees



Classification: Decision trees



Classification: linear classifier



Classification: linear classifier



Classification: linear classifier

it is used in estimating the 
parameters of a qualitative response model



Classification: Support Vector Machine

https://www.youtube.com/watch?v=1NxnPkZM9bc



Classification: Support Vector Machine

https://www.youtube.com/watch?v=3liCbRZPrZA



Performance Evaluation 

• 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =    ௧௣
௧௣ା௙௣ 

• 𝑟𝑒𝑐𝑎𝑙𝑙 = ௧௣
௧௣ା௙௡ 

• 𝑓1𝑠𝑐𝑜𝑟𝑒 = 2 ௣௥௘௖௜௦௜௢௡×௥௘௖௔௟௟
௣௥௘௖௜௦௜௢௡ା௥௘௖௔௟௟ 

• sklearn.metrics 
– precision_score 
– recall_score 
– f1_score 
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Source: http://en.wikipedia.org/wiki/Precision_and_recall 



Cross Validation 

• When tuning the parameters of model, let 
each article as training and testing data 
alternately to ensure the parameters are not 
dedicated to some specific articles. 
– from sklearn.cross_validation import KFold 
– for train_index, test_index in KFold(10, 2): 

• train_index = [5 6 7 8 9] 
• test_index = [0 1 2 3 4] 

 

Text Classification in Python 16 



How to choose the right classifier?



Class Exercise II and III





Clustering



Clustering: K means



Clustering: how to choose K?



Clustering: hierarchical clustering



Clustering: hierarchical clustering

In order to decide which clusters should be combined (for agglomerative), or 
where a cluster should be split (for divisive), a measure of dissimilarity 
between sets of observations is required.

Euclidean distance

Cosine similarity





Practical	Issues



Text Feature extraction in sklearn 

• sklearn.feature_extraction.text 
• CountVectorizer 

– Transform articles into token-count matrix 

• TfidfVectorizer 
– Transform articles into token-TFIDF matrix 

• Usage: 
– fit(): construct token dictionary given dataset 
– transform(): generate numerical matrix 
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Feature Selection 

• Decrease the number of features: 
– Reduce the resource usage for faster learning 
– Remove the most common tokens and the most 

rare tokens (words with less information): 
• Parameter for Vectorizer: 

– max_df 
– min_df 
– max_features 
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