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Private Traits and 
Attributes are Predictable 
from Digital Records of 
Human Behavior



Summary

• Facebook “likes” used to predict a range of highly sensitive personal 
attributes like ethnicity, religious and political views, intelligence, happiness, 
parental separation, age and gender. 

• 58K users of Facebook who consented to authorize the mypersonality app
• Participants took many sociometric and psychometric tests
• Predictive accuracies were very high for sexual orientation, parental 

separation, political views, and the openness attribute of Big Five personality 
scale
• The algorithms proved 88% accurate for determining male sexuality, 95% 

accurate in distinguishing African-American from Caucasian-American and 85% 
for differentiating Republican from Democrat.

• Christians and Muslims were correctly classified in 82% of cases and relationship 
status and substance abuse was predicted with an accuracy between 65% and 
73%.







Correlation and causation



Do you think the links between Facebook likes 
and private traits like personality can be causal 
or purely correlational? If causal, what is the 
direction of causality?



Online tools may be providing “safe” places 
for introverts to express themselves; so they 
may appear less of an introvert than they 
actually are. Would this gap be accounted for 
by the analysis in the first paper?



One reason why Facebook “likes” are perhaps 
predictive of individual attributes is because it 
is a general platform. Could Instagram, 
Tumblr, or Reddit activities equally inform us 
of the same?



Instead of Facebook “likes”, if you were to 
predict individual attributes on Twitter, which 
cues would you use and why?



Do you think it is ethical to release a 
Facebook app and use it to collect people’s 
data? How would you design such a study? 
What are the challenges of opt-in methods?





"This research should ring alarm bells for anyone who thinks that 
privacy settings are the solution to protecting information 
online. We need to fundamentally re-think how much data we 
are voluntarily sharing," said Nick Pickles, director of privacy 
campaign group Big Brother Watch.

"Yet again, it is clear the lack of transparency about how users' 
data is being used will lead to entirely justified fears about our 
data being exploited for commercial gain."



Samsung Smart TV  
privacy policy 

George Orwell, 1984 



Ability to infer accurately individual traits can 
have implications in better personalization 
and search, what are its risks in privacy? 

What are the other implications of such 
inferences?





Prediction	and	explanation	
in	social	systems	



Summary



Summary (Contd.)

establishing consensus on the substantive prob-
lems that are to be solved. If early detection of
popular content is the goal, for example, then
peeking strategies are admissible, but if expla-
nation is the goal, then they are not. Likewise,
AUC is an appropriate metric when balanced
classification (i.e., between classes of equal size)
is a meaningful objective, whereas R2 or root
mean square error (RMSE) may be more appro-
priate when the actual cascade size is of in-
terest. Second, where specific problems can be
agreed upon, claims about prediction can be
evaluated using the “common task framework”
(e.g., the Netflix prize), in which competing algo-
rithms are evaluated by independent third parties
on standardized, publicly available data sets,
agreed-upon performance metrics, and high-
quality baselines (13). Third, in the absence of
common tasks and data, researchers should
transparently distinguish exploratory from con-
firmatory research. In exploratory analyses, re-
searchers are free to study different tasks, fit
multiple models, try various exclusion rules, and
test onmultiple performancemetrics. When report-
ing their findings, however, they should trans-
parently declare their full sequence of design
choices to avoid creating a false impression of
having confirmed a hypothesis rather than sim-
ply having generated one (3). Relatedly, they should
report performance in terms of multiple metrics
to avoid creating a false appearance of accuracy.
In cases where data are abundant, moreover,
researchers can increase the validity of explor-
atory research by using a three-way split of their
data into a training set used to fit models, a
validation set used to select any free parameters
that control model capacity and to compare dif-
ferent models, and a test set that is used only
once to quote final performance. Last, having
generated a firm hypothesis through exploratory

research, researchers may then choose to engage
in confirmatory research, which allows them
to make stronger claims. To qualify research as
confirmatory, however, researchers should be
required to preregister their research designs, in-
cluding data preprocessing choices, model spe-
cifications, evaluation metrics, and out-of-sample
predictions, in a public forum such as the Open
Science Framework (https://osf.io). Although strict
adherence to these guidelines may not always
be possible, following them would dramatically
improve the reliability and robustness of results,
as well as facilitating comparisons across studies.

Limits to prediction

How predictable is human behavior? There is
no single answer to this question because hu-
man behavior spans the gamut from highly reg-
ular to wildly unpredictable. At one extreme, a
study of 50,000 mobile phone users (14) found
that in any given hour, users were in their most-
visited location 70% of the time; thus, one could
achieve 70% accuracy on average with the sim-
ple heuristic “Jane will be at her usual spot
today.” At the other extreme, so-called “black
swan” events (e.g., the impact of the Web or the
2008 financial crisis) are thought to be intrin-
sically impossible to predict in any meaningful
sense (15). Last, for outcomes of intermediate
predictability, such as presidential elections, stock
market movements, and feature films revenues,
the difficulty of prediction can vary tremendously
with the details of the task (e.g., predicting box
office revenues a week versus a year in advance).
To evaluate the accuracy of any particular pre-
dictive model, therefore, we require not only the
relevant baseline comparison—that is, the best
known performance—but also an understanding
of the best possible performance. The latter is
important because when predictions are imper-

fect, the reason could be insufficient data and/
or modeling sophistication, but it could also be
that the phenomenon itself is unpredictable, and
hence that predictive accuracy is subject to some
fundamental limit. In other words, to the extent
that outcomes in complex social systems resem-
ble the outcome of a die roll more than the re-
turn of Halley’s Comet, the potential for accurate
predictions will be correspondingly constrained.
To illustrate the potential for predictive lim-

its, consider again the problem of predicting
diffusion cascades. As with “success” in many
domains [e.g., in cultural markets (8)], the dis-
tribution of outcomes resembles Fig. 2 (top) in
two important respects: First, both the average
and modal success is low (i.e., most tweets, books,
songs, or people experience modest success), and
second, the right tail is highly skewed, consistent
with the observation that a small fraction of
items (“viral” tweets, best-selling books, hit songs,
or celebrities) are orders of magnitude more suc-
cessful than average. The key question posed by
this picture, both for prediction and for explana-
tion, is what determines the position of a given
item in this highly unequal distribution. One ex-
treme stylized explanation, which we label “skill
world” (Fig. 2, bottom left), holds that success is
almost entirely explained by some property that
is intrinsic, albeit possibly hard to measure, which
can be interpreted loosely as skill, quality, or fitness.
At the opposite extreme, what we call “luck world”
(Fig. 2, bottom right) contends that skill has very
little impact on eventual success, which is instead
driven almost entirely by other factors, such as
luck, that are external to the item in question
and effectively random in nature. Where exactly
the real world lies in between these two extremes
has important consequences for prediction. In
skill world, for example, if one could hypotheti-
cally measure skill, then in principle it would be
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Data processing
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Fig. 1. A single question may correspond to many research designs, each
yielding different answers. (Top) A depiction of the many choices involved
in translating the problem of understanding diffusion cascades into a concrete
prediction task, including the choice of data source, task, evaluationmetric, and
data preprocessing. The preprocessing choices shown at the terminal nodes
refer to the threshold used to filter observations for regression or define suc-
cessful outcomes for classification. Cascade sizes were log-transformed for all
of the regression tasks. (Bottom) The results of each prediction task, for each

metric, as a function of the threshold used in each task.The lower limit of each
vertical axis gives the worst possible performance on each metric, and the top
gives the best. Dashed lines represent the performance of a naive predictor
(always forecasting the global mean for regression or the positive class for clas-
sification), and solid lines show the performance of the fitted model. R2, co-
efficient of determination; AUC, area under the ROC curve; RMSE, root mean
squared error; MAE, mean absolute error; F1 score, the harmonic mean of
precision and recall.
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What are the limits of prediction? Can 
they fail?







Assess whether each of the following cases is 
an easier prediction or a harder one. (Example 
cases in the handout sheet)



 
 
 

 

Source: D. Lazer, R. Kennedy, G. King, A. Vespignani. “The Parable of Google Flu: Traps in Big Data Analysis,”  Science, vol. 
343, March 14, 2014 



Assess whether in each of the following cases 
interpretation or prediction (or both) is/are 
preferred. (Example cases in the handout 
sheet)


