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Discuss	how	can	social	media	based	stock	
market	predictors	could	be	helpful.	Who	
will	it	help?	



All	the	things	that	social	media	can	
predict!	







If	that	is	true,	then	when	are	
predictions	using	social	media	(and	
similar	data	sources)	helpful?	



Correlation	and	causation	



Do	you	think	the	moods	observed	on	Twitter	
are	causal	in	predicting	stock	market	indices?	
Can	Twitter	predict	future	indices?	



Predic7ng	Depression	via	Social	Media	
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Summary	

so appear to discuss to some extent their therapy and 
treatment, even dosage levels of medication e.g., 150mg, 
40mg (Treatment theme), as well as generally about con-
cerns in life, work and relationships (Relationships, Life 
theme). In this last category we observe a noticeable vol-
ume of unigrams relating to religion or religious thoughts 
(jesus, bible, church, lord). On investigation of the litera-
ture, it appears that religious involvement is often found to 
be comforting to individuals experiencing psychological 
distress or sudden bereavement (McCullough et al., 1999).  

Theme Unigrams 
Symptoms anxiety, withdrawal, severe, delusions, adhd, 

weight, insomnia, drowsiness, suicidal, appe-
tite, dizziness, nausea, episodes, attacks, sleep, 
seizures, addictive, weaned, swings, dysfunc-
tion, blurred, irritability, headache, fatigue, 
imbalance, nervousness, psychosis, drowsy 

Disclosure fun, play, helped, god, answer, wants, leave, 
beautiful, suffer, sorry, tolerance, agree, hate, 
helpful, haha, enjoy, social, talk, save, win, 
care, love, like, hold, cope, amazing, discuss 

Treatment medication, side-effects, doctor, doses, effec-
tive, prescribed, therapy, inhibitor, stimulant, 
antidepressant, patients, neurotransmitters, 
prescriptions, psychotherapy, diagnosis, clini-
cal, pills, chemical, counteract, toxicity, hospi-
talization, sedative, 150mg, 40mg, drugs 

Relationships, 
life 

home, woman, she, him, girl, game, men, 
friends, sexual, boy, someone, movie, favorite, 
jesus, house, music, religion, her, songs, party, 
bible, relationship, hell, young, style, church, 
lord, father, season, heaven, dating 

Table 3. Unigrams from the depression lexicon that appear 
with high frequency in the posts from the depression class. 
These terms had the largest standardized β coefficients 
based on penalized logistic regression.  

In a similar manner, we further observe distinctively 
higher numbers of mentions of antidepressant medication 
among the depressed class, again based on a penalized lo-
gistic regression model: serotonin (β=.32); amphetamine 
(β=.28); maprotiline (β=.22); nefazodone (β=.13). 
Egonetwork Characteristics. Next we present differences 
across the two classes of users based on the egocentric 
network measures, as summarized in Table 4. We notice 
lower numbers of followers and followees for the depres-
sion class—possibly showing that these users exhibit re-
duced desire to socialize or tendency to consume external 
information and remain connected with others. They also 
show reduced reciprocity to others’ communications, indi-
cating decreased desire for social interaction. The lower 
value of the graph density of their egonetworks, and the 
smaller sizes of their 2-hop neighborhoods shows that the 
interactions per individual in their networks are limited, 
compared to the users in the other class. The prestige ratio, 
however, seems to be close to unity, compared to the other 
class, indicating that depressed individuals and their neigh-
bors typically have similar numbers of neighbors. Near 

unity prestige ratio also makes us conjecture that the 
neighbors of users in the depressed class could be ones 
they trust and connect with on psychological issues, or 
through their experiences. In fact, we know from (Kawachi 
& Berkman, 2001) that depressed individuals are known to 
cluster together. However given the limited availability of 
data in our study, we cannot confirm this finding—
however constitutes an interesting topic for future research.  

In conjunction with the higher value of clustering coeffi-
cient, embeddedness, and number of ego components, we 
conjecture that these observations indicate that depression 
sufferers typically belong to high connectivity close-knit 
networks. This may be an indication that when depressed 
individuals turn to social media, they intend to leverage the 
tool to build a closed network of trusted people, with 
whom they are comfortable sharing their psychological ex-
periences, seeking out social support, or gathering infor-
mation regarding their treatment and medication.  
Egonetwork measures Depres. class Non-depres. class 
#followers/inlinks 26.9 (σ=78.3) 45.32 (σ=90.74) 
#followees/outlinks 19.2 (σ=52.4) 40.06 (σ=63.25) 
Reciprocity 0.77 (σ=0.09) 1.364 (σ=0.186) 
Prestige ratio 0.98 (σ=0.13) 0.613 (σ=0.277) 
Graph density 0.01 (σ=0.03) 0.019 (σ=0.051) 
Clustering coefficient 0.02 (σ=0.05) 0.011 (σ=0.072) 
2-hop neighborhood 104 (σ=82.42) 198.4 (σ=110.3) 
Embeddedness 0.38 (σ=0.14) 0.226 (σ=0.192) 
#ego components 15.3 (σ=3.25) 7.851 (σ=6.294) 
Table 4. Average measures, along with std. dev. of the ego-
centric social graph, comparing the depression and non-
depression classes over the year-long period of analysis.  
Predisposition of Depression. In terms of the trends of 
each of the behavioral measures in Figure 3, we notice a 
general decrease over time in some measures, e.g., volume, 
replies, activation, 3rd person pronoun (note the negative 
slope in the trend lines), while a general increase over time 
for others like NA, 1st person pronoun usage, swear word 
use, and frequency of depression terms (positive slope in 
trend lines). We conjecture that this finding indicates indi-
viduals showing a shift in their behavior as they approach 
the onset of their depression—note that the year-long 
trends shown in the figure precede the reported onset of 
depression for the users. The clinical literature reports that 
a variety of predisposing/precipitating factors or states are 
associated with the onset of depression in people; these in-
clude mood disturbances, suicidal thoughts, cognitive im-
pairments, or self-care, attention, judgment and communi-
cation (Rabkin & Struening, 1976). Through the general 
increase of NA, lowered activation or rise in use of depres-
sive language over the period preceding depression onset, 
it seems that Twitter postings do indeed capture this.  

Predicting Depressive Behavior 
Given the two classes of users and their differences in be-
havior, how accurately can we forecast, prior to the report-
ed onset of depression, whether or not a user is likely to be 



In	the	depression	prediction	paper,	the	
ground	truth	was	obtained	from	Amazon	
mechanical	turk	workers.	Anything	unique	
about	this	population	that	may	have	affected	
the	findings?	What	would	be	alternative	ways	
of	recruiting	people?	



A	consistent	challenge	in	many	prediction	
tasks	like	the	one	on	predicting	emotional	or	
psychological	state,	is	gathering	gold	
standard	information	(or	ground	truth).		
	
What	could	be	different	ways	to	get	at	this	
problem?	



Depression	is	not	an	online	condition,	but	
one	that	spans	both	the	online	and	the	
offline	life.	The	paper	does	not	take	offline	
attributes	into	their	models.		
	
Is	there	a	way	to	that	into	account?	What	
would	be	the	most	significant	offline	
attributes	to	consider?	
	
	



Discuss	how	can	social	media	based	
depression	(or	other	mental	health	
condition)	predictors	could	be	helpful	to	
people.	



Improving	“Blanket”	Interventions	





Twitter	is	used	by	millions,	but	could	it	
also	have	bias	in	such	measurements	
(predictions)?	



Would	the	results	of	the	papers	
generalize	to	non-Twitter	social	
media?	Why	or	why	not?	



Predicting	flu	from	search	query	(Google)	data	
Detecting influenza epidemics using search engine query data 4

Harnessing the collective intelligence of millions of users, 
Google web search logs can provide one of the most timely, 
broad reaching influenza monitoring systems available today. 
While traditional systems require 1-2 weeks to gather and 
process surveillance data, our estimates are current each 
day. As with other syndromic surveillance systems, the data 
are most useful as a means to spur further investigation and 
collection of direct measures of disease activity.

This system will be used to track the spread of influenza-
like illness throughout the 2008-2009 influenza season 
in the United States. Results are freely available online at 
http://www.google.org/flutrends.

Methods

Privacy. At Google, we recognize that privacy is important. 
None of the queries in our project’s database can be 
associated with a particular individual. Our project’s database 
retains no information about the identity, IP address, or 
specific physical location of any user. Furthermore, any 
original web search logs older than 9 months are being 
anonymized in accordance with Google’s Privacy Policy 
(http://www.google.com/privacypolicy.html).

Search query database. For the purposes of our database, a 
search query is a complete, exact sequence of terms issued by 
a Google search user; we don’t combine linguistic variations, 
synonyms, cross-language translations, misspellings, or 
subsequences, though we hope to explore these options 
in future work. For example, we tallied the search query 

“indications of flu” separately from the search queries “flu 
indications” and “indications of the flu”.

Our database of queries contains 50 million of the most 
common search queries on all possible topics, without pre-
filtering. Billions of queries occurred infrequently and were 
excluded. Using the internet protocol (IP) address associated 
with each search query, the general physical location from 
which the query originated can often be identified, including 
the nearest major city if within the United States.

Model data. In the query selection process, we fit per-query 
models using all weeks between September 28, 2003 and 
March 11, 2007 (inclusive) for which CDC reported a non-zero 
ILI percentage, yielding 128 training points for each region 
(each week is one data point). 42 additional weeks of data 
(March 18, 2007 through May 11, 2008) were reserved for final 
validation. Search query data before 2003 was not available 
for this project.

Automated query selection process. Using linear regression 
with 4-fold cross validation, we fit models to four 96-point 
subsets of the 128 points in each region. Each per-query 
model was validated by measuring the correlation between 
the model’s estimates for the 32 held-out points and CDC’s 
reported regional ILI percentage at those points. Temporal 

lags were considered, but ultimately not used in our modeling 
process.

Each candidate search query was evaluated nine times, once 
per region, using the search data originating from a particular 
region to explain the ILI percentage in that region. With four 
cross-validation folds per region, we obtained 36 different 
correlations between the candidate model’s estimates and 
the observed ILI percentages. To combine these into a single 
measure of the candidate query’s performance, we applied 
the Fisher Z-transformation13 to each correlation, and took the 
mean of the 36 Z-transformed correlations.

Computation and pre-filtering. In total, we fit 450 million 
different models to test each of the candidate queries. We 
used a distributed computing framework14 to efficiently 
divide the work among hundreds of machines. The amount 
of computation required could have been reduced by making 
assumptions about which queries might be correlated with 
ILI. For example, we could have attempted to eliminate 
non-influenza-related queries before fitting any models. 
However, we were concerned that aggressive filtering might 
accidentally eliminate valuable data. Furthermore, if the 
highest-scoring queries seemed entirely unrelated to influenza, 
it would provide evidence that our query selection approach 
was invalid.

Constructing the ILI-related query fraction. We concluded 
the query selection process by choosing to keep the 
search queries whose models obtained the highest mean 

Figure 3: ILI percentages estimated by our model (black) and provided by 
CDC (red) in the Mid-Atlantic region, showing data available at four points 
in the 2007-2008 influenza season. During week 5, we detected a sharply 
increasing ILI percentage in the Mid-Atlantic region; similarly, on March 3, our 
model indicated that the peak ILI percentage had been reached during week 
8, with sharp declines in weeks 9 and 10. Both results were later confirmed by 
CDC ILI data.
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automatically, appeared to be consistently related to influenza-
like illnesses. Other search queries in the top 100, not included 
in our model, included topics like “high school basketball” 
which tend to coincide with influenza season in the United 
States (Table 1).

Using this ILI-related query fraction as the explanatory 
variable, we fit a final linear model to weekly ILI percentages 
between 2003 and 2007 for all nine regions together, thus 
learning a single, region-independent coefficient. The 
model was able to obtain a good fit with CDC-reported ILI 
percentages, with a mean correlation of 0.90 (min=0.80, 
max=0.96, n=9 regions) (Figure 2).

The final model was validated on 42 points per region of 
previously untested data from 2007-2008, which were 
excluded from all prior steps. Estimates generated for these 
42 points obtained a mean correlation of 0.97 (min=0.92, 
max=0.99, n=9 regions) with the CDC-observed ILI 
percentages.

Throughout the 2007-2008 influenza season, we used 
preliminary versions of our model to generate ILI estimates, 
and shared our results each week with the Epidemiology and 
Prevention Branch of Influenza Division at CDC to evaluate 
timeliness and accuracy. Figure 3 illustrates data available 
at different points throughout the season. Across the nine 
regions, we were able to consistently estimate the current 
ILI percentage 1-2 weeks ahead of the publication of reports 
by the CDC’s U.S. Influenza Sentinel Provider Surveillance 
Network.

Because localized influenza surveillance is particularly useful 
for public health planning, we sought to further validate our 
model against weekly ILI percentages for individual states. 
CDC does not make state-level data publicly available, but we 
validated our model against state-reported ILI percentages 
provided by the state of Utah, and obtained a correlation of 
0.90 across 42 validation points (Supplementary Figure 3).

Google web search queries can be used to accurately estimate 
influenza-like illness percentages in each of the nine public 
health regions of the United States. Because search queries 
can be processed quickly, the resulting ILI estimates were 
consistently 1-2 weeks ahead of CDC ILI surveillance reports. 
The early detection provided by this approach may become an 
important line of defense against future influenza epidemics 
in the United States, and perhaps eventually in international 
settings.

Up-to-date influenza estimates may enable public health 
officials and health professionals to better respond to 
seasonal epidemics. If a region experiences an early, sharp 
increase in ILI physician visits, it may be possible to focus 
additional resources on that region to identify the etiology of 
the outbreak, providing extra vaccine capacity or raising local 
media awareness as necessary.

This system is not designed to be a replacement for traditional 
surveillance networks or supplant the need for laboratory-
based diagnoses and surveillance. Notable increases in 
ILI-related search activity may indicate a need for public 
health inquiry to identify the pathogen or pathogens involved. 
Demographic data, often provided by traditional surveillance, 
cannot be obtained using search queries.

In the event that a pandemic-causing strain of influenza 
emerges, accurate and early detection of ILI percentages may 
enable public health officials to mount a more effective early 
response. Though we cannot be certain how search engine 
users will behave in such a scenario, affected individuals may 
submit the same ILI-related search queries used in our model. 
Alternatively, panic and concern among healthy individuals 
may cause a surge in the ILI-related query fraction and 
exaggerated estimates of the ongoing ILI percentage.

The search queries in our model are not, of course, exclusively 
submitted by users who are experiencing influenza-like 
symptoms, and the correlations we observe are only 
meaningful across large populations. Despite strong historical 
correlations, our system remains susceptible to false alerts 
caused by a sudden increase in ILI-related queries. An unusual 
event, such as a drug recall for a popular cold or flu remedy, 
could cause such a false alert.

Table 1: Topics found in search queries which were found to be most correlated 
with CDC ILI data. The top 45 queries were used in our final model; the next 
55 queries are presented for comparison purposes. The number of queries in 
each topic is indicated, as well as query volume-weighted counts, reflecting 
the relative frequency of queries in each topic.

Top 45 Queries Next 55 Queries
Search Query Topic N Weighted N Weighted
Influenza Complication 11 18.15 5 3.40
Cold/Flu Remedy 8 5.05 6 5.03
General Influenza Symptoms 5 2.60 1 0.07
Term for Influenza 4 3.74 6 0.30
Specific Influenza Symptom 4 2.54 6 3.74
Symptoms of an Influenza Complication 4 2.21 2 0.92
Antibiotic Medication 3 6.23 3 3.17
General Influenza Remedies 2 0.18 1 0.32
Symptoms of a Related Disease 2 1.66 2 0.77
Antiviral Medication 1 0.39 1 0.74
Related Disease 1 6.66 3 3.77
Unrelated to Influenza 0 0.00 19 28.37

45 49.40 55 50.60

Figure 2: A comparison of model estimates for the Mid-Atlantic Region (black) 
against CDC-reported ILI percentages (red), including points over which the 
model was fit and validated. A correlation of 0.85 was obtained over 128 
points from this region to which the model was fit, while a correlation of 0.96 
was obtained over 42 validation points. 95% prediction intervals are  indicated. 
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automatically, appeared to be consistently related to influenza-
like illnesses. Other search queries in the top 100, not included 
in our model, included topics like “high school basketball” 
which tend to coincide with influenza season in the United 
States (Table 1).

Using this ILI-related query fraction as the explanatory 
variable, we fit a final linear model to weekly ILI percentages 
between 2003 and 2007 for all nine regions together, thus 
learning a single, region-independent coefficient. The 
model was able to obtain a good fit with CDC-reported ILI 
percentages, with a mean correlation of 0.90 (min=0.80, 
max=0.96, n=9 regions) (Figure 2).

The final model was validated on 42 points per region of 
previously untested data from 2007-2008, which were 
excluded from all prior steps. Estimates generated for these 
42 points obtained a mean correlation of 0.97 (min=0.92, 
max=0.99, n=9 regions) with the CDC-observed ILI 
percentages.

Throughout the 2007-2008 influenza season, we used 
preliminary versions of our model to generate ILI estimates, 
and shared our results each week with the Epidemiology and 
Prevention Branch of Influenza Division at CDC to evaluate 
timeliness and accuracy. Figure 3 illustrates data available 
at different points throughout the season. Across the nine 
regions, we were able to consistently estimate the current 
ILI percentage 1-2 weeks ahead of the publication of reports 
by the CDC’s U.S. Influenza Sentinel Provider Surveillance 
Network.

Because localized influenza surveillance is particularly useful 
for public health planning, we sought to further validate our 
model against weekly ILI percentages for individual states. 
CDC does not make state-level data publicly available, but we 
validated our model against state-reported ILI percentages 
provided by the state of Utah, and obtained a correlation of 
0.90 across 42 validation points (Supplementary Figure 3).

Google web search queries can be used to accurately estimate 
influenza-like illness percentages in each of the nine public 
health regions of the United States. Because search queries 
can be processed quickly, the resulting ILI estimates were 
consistently 1-2 weeks ahead of CDC ILI surveillance reports. 
The early detection provided by this approach may become an 
important line of defense against future influenza epidemics 
in the United States, and perhaps eventually in international 
settings.

Up-to-date influenza estimates may enable public health 
officials and health professionals to better respond to 
seasonal epidemics. If a region experiences an early, sharp 
increase in ILI physician visits, it may be possible to focus 
additional resources on that region to identify the etiology of 
the outbreak, providing extra vaccine capacity or raising local 
media awareness as necessary.

This system is not designed to be a replacement for traditional 
surveillance networks or supplant the need for laboratory-
based diagnoses and surveillance. Notable increases in 
ILI-related search activity may indicate a need for public 
health inquiry to identify the pathogen or pathogens involved. 
Demographic data, often provided by traditional surveillance, 
cannot be obtained using search queries.

In the event that a pandemic-causing strain of influenza 
emerges, accurate and early detection of ILI percentages may 
enable public health officials to mount a more effective early 
response. Though we cannot be certain how search engine 
users will behave in such a scenario, affected individuals may 
submit the same ILI-related search queries used in our model. 
Alternatively, panic and concern among healthy individuals 
may cause a surge in the ILI-related query fraction and 
exaggerated estimates of the ongoing ILI percentage.

The search queries in our model are not, of course, exclusively 
submitted by users who are experiencing influenza-like 
symptoms, and the correlations we observe are only 
meaningful across large populations. Despite strong historical 
correlations, our system remains susceptible to false alerts 
caused by a sudden increase in ILI-related queries. An unusual 
event, such as a drug recall for a popular cold or flu remedy, 
could cause such a false alert.

Table 1: Topics found in search queries which were found to be most correlated 
with CDC ILI data. The top 45 queries were used in our final model; the next 
55 queries are presented for comparison purposes. The number of queries in 
each topic is indicated, as well as query volume-weighted counts, reflecting 
the relative frequency of queries in each topic.

Top 45 Queries Next 55 Queries
Search Query Topic N Weighted N Weighted
Influenza Complication 11 18.15 5 3.40
Cold/Flu Remedy 8 5.05 6 5.03
General Influenza Symptoms 5 2.60 1 0.07
Term for Influenza 4 3.74 6 0.30
Specific Influenza Symptom 4 2.54 6 3.74
Symptoms of an Influenza Complication 4 2.21 2 0.92
Antibiotic Medication 3 6.23 3 3.17
General Influenza Remedies 2 0.18 1 0.32
Symptoms of a Related Disease 2 1.66 2 0.77
Antiviral Medication 1 0.39 1 0.74
Related Disease 1 6.66 3 3.77
Unrelated to Influenza 0 0.00 19 28.37
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Figure 2: A comparison of model estimates for the Mid-Atlantic Region (black) 
against CDC-reported ILI percentages (red), including points over which the 
model was fit and validated. A correlation of 0.85 was obtained over 128 
points from this region to which the model was fit, while a correlation of 0.96 
was obtained over 42 validation points. 95% prediction intervals are  indicated. 
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Each word is conditionally independent given the parameters.
LDA is a Bayesian model in which there are also distributions
(priors) over the parameters h and w, given by Dirichlet
distributions with hyperparameters a and b.

In our experiments, we use a variant of LDA that includes an
additional ‘‘background’’ word distribution to model common,

non-topical words, which can produce less noisy topics. [36–37]
This model assumes that each word is generated under the
standard LDA model with probability l, while with probability 1–
l the word comes from the background distribution. This concept
is also in ATAM, described below.

Figure 3. Influenza over time. The weekly rate of influenza as estimated by the volume of tweets assigned to the influenza-like illness topics and
keywords alongside the rates given by the CDC ILINet (solid black line). The better of the two LDA topics is shown. All rates are standardized (z-scores)
so that they are comparable on the y-axis.
doi:10.1371/journal.pone.0103408.g003

Table 1. Pearson correlations between various Twitter models and keywords and CDC influenza-like illness (ILI) surveillance data
for three time periods.

2011–12 2012–13 2011–13

ATAM .613 .643 .689

LDA (1) .670 .198 .455

LDA (2) 20.421 .698 .637

‘‘flu’’ .259 .652 .717

‘‘influenza’’ .509 .767 .782

The two LDA rows correspond to two different LDA topics.
doi:10.1371/journal.pone.0103408.t001

Discovering Health Topics in Social Media
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Ailment Topic Aspect Model (ATAM). Preliminary LDA
experiments discovered health-related topics around ailments but
many other topics as well. For example, some topic clusters would
correspond to symptom terms that could be associated with many
illnesses.

Consider the example sentence, ‘‘damn flu, home with a fever
watching TV.’’ It contains two words relevant to the ailment of flu
(‘‘flu,’’ ‘‘fever’’), one of which is a symptom. It also contains words

that are not about the ailment but are topically related (‘‘home,’’
‘‘watching,’’ ‘‘TV’’), which might be described by a ‘‘stay at
home’’ topic. Finally, it contains common words that would not be
described with a particular topic or ailment (‘‘damn,’’ ‘‘with,’’
‘‘a’’).

We developed a model that explicitly labels each tweet with an
ailment category and distinguishes ailment words from other
topics and non-topical words. Our model includes a standard LDA

Figure 4. Allergies over time. The monthly rate of influenza as estimated by the volume of tweets assigned to the allergies topics and keywords
alongside the rates given by the Gallup phone survey (solid black line). Gallup data after April 2012 does not exist, so we duplicated the same rates
from the previous year (05/2011–02/2012). All rates are standardized (z-scores) so that they are comparable on the y-axis.
doi:10.1371/journal.pone.0103408.g004

Table 2. Pearson correlations between various Twitter models and keywords and Gallup allergy survey data for two time periods.

08/11–04/12 08/11–02/13

ATAM .810 .479

LDA .705 .366

‘‘allergy’’ .873 .823

‘‘allergies’’ .922 .877

The earlier period is the original data, while the data after April 2012 is from the previous year (05/2011–02/2012).
doi:10.1371/journal.pone.0103408.t002
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What	are	the	limits	of	prediction?	Can	
they	fail?	




