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Summary (1)

• The paper investigates use of machine learning methods to 
assess credibility of tweets – distinguish news from rumor or 
fake information. 

• Features used: message, user, topic, propagation.
• Findings:



Summary (2)
we asked mechanical turk evaluators to indicate credibility
levels for each case. For each one we provided a sample of
10 tweets followed by a short descriptive sentence that help
them to understand the topic behind those tweets.

In this evaluation we considered four levels of credibility:
(i) almost certainly true, (ii) likely to be false, (iii) almost
certainly false, and (iv) “I can’t decide”. We asked also eval-
uators to provide a short sentence to justify their answers,
and we discarded evaluations lacking that justification sen-
tence. An example of this task is shown in Figure 3.3. We
asked for 7 different assessments for each HIT. Labels for
each topic were decided by majority, requiring agreement of
at least 5 evaluators.

Figure 3: User interface for assessing credibility.

In a preliminary round of evaluation, almost all of the
cases where labeled as “likely to be true”, which turned out
to be a very general statement and hence useless for our
purposes. Hence, we removed the “likely to be true” op-
tion, forcing the evaluators to choose one of the others. The
percentage of cases identified as “almost certainly true” was
41% (306 cases), “likely to be false”accounted for 31.8% (237
cases), “almost certainly false” accounted only for 8.6% (65
cases), while 18.6% (139 cases) were considered uncertain
by evaluators, labeling these cases as ”ambiguous”.

4. AUTOMATIC CREDIBILITY ANALYSIS
On this section we discuss how, given a stream of messages

associated to certain topics, we can automatically determine
which topics are newsworthy, and then automatically assign
to each newsworthy topic a credibility label.

4.1 Social media credibility
Our main hypothesis is that the level of credibility of infor-

mation disseminated through social media can be estimated

automatically. We believe that there are several factors that
can be observed in the social media platform itself, and that
are useful to asses information credibility. These factors in-
clude:

• the reactions that certain topics generate and the emo-
tion conveyed by users discussing the topic: e.g. if they
use opinion expressions that represent positive or neg-
ative sentiments about the topic;

• the level of certainty of users propagating the infor-
mation: e.g. if they question the information that is
given to them, or not;

• the external sources cited: e.g. if they cite a specific
URL with the information they are propagating, and
if that source is a popular domain or not;

• characteristics of the users that propagate the infor-
mation, e.g. the number of followers that each user
has in the platform.

We propose a set of features to characterize each topic
in our collections. These include some features specific to
the Twitter platform, but most are quite generic and can be
applied to other environments. Many of the features follow
previous works including [1, 2, 12, 26].

Our feature set is listed in Table 2. We identify four types
of features depending on their scope: message-based fea-
tures, user-based features, topic-based features, and propa-
gation-based features.

Message-based features consider characteristics of mes-
sages, these features can be Twitter-independent or Twitter-
dependent. Twitter-independent features include: the length
of a message, whether or not the text contains exclamation
or question marks and the number of positive/negative sen-
timent words in a message. Twitter-dependent features in-
clude features such as: if the tweet contains a hashtag, and
if the message is a re-tweet.

User-based features consider characteristics of the users
which post messages, such as: registration age, number of
followers, number of followees (“friends” in Twitter), and the
number of tweets the user has authored in the past.

Topic-based features are aggregates computed from the
previous two feature sets; for example, the fraction of tweets
that contain URLs, the fraction of tweets with hashtags and
the fraction of sentiment positive and negative in a set.

Propagation-based features consider characteristics re-
lated to the propagation tree that can be built from the re-
tweets of a message. These includes features such as the
depth of the re-tweet tree, or the number of initial tweets of
a topic (it has been observed that this influences the impact
of a message, e.g. in [35]).

4.2 Automatically finding newsworthy topics
We trained a supervised classifier to determine if a set

of tweets describes a newsworthy event. Labels given by
Mechanical Turk evaluators were used to conduct the su-
pervised training phase. We trained a classifier considering
the three classes but performing a cost-sensitive learning
process, increasing the relevance for the prediction of in-
stances in the NEWS class. We considered a cost matrix into
account during the training process ignoring costs at predic-
tion time. We built a cost-sensitive tree, weighting training
instances according to the relative cost of the two kinds of
error, false positives and false negatives. The cost matrix
weighted misclassifications containing the NEWS class as 1.0,
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Summary (3)

Table 3: Summary for classification of newsworthy topics.

Correctly Classified Instances 89.121 %
Kappa statistic 0.8368
Mean absolute error 0.0806
Root mean squared error 0.2569
Relative absolute error 18.1388 %
Root relative squared error 54.4912 %

Table 4: Results for the classification of newsworthy topics.

Class TP Rate FP Rate Prec. Recall F1

NEWS 0.927 0.039 0.922 0.927 0.924
CHAT 0.874 0.054 0.892 0.874 0.883
UNSURE 0.873 0.07 0.86 0.873 0.866
W. Avg. 0.891 0.054 0.891 0.891 0.891

and feature normalization. We perform also a 3-fold cross
validation strategy.

We tried a number of learning schemes including SVM,
decision trees, decision rules, and Bayes networks. Results
across these techniques were comparable, being best results
achieved by a J48 decision tree method. A summary of the
results obtained using the J48 learning algorithm is shown
in Table 3. The supervised classifier achieves an accuracy
equal to 89 %. The Kappa statistic indicates that the pre-
dictability of our classifier is significantly better than a ran-
dom predictor. The details of the evaluation per class are
shown in Table 4.

As we can observe, the classifier obtains very good results
for the prediction of NEWS instances, achieving the best TP
rate and FP rate across the classes. An F-measure equiva-
lent to a 92% illustrate that specially for this class the clas-
sifier obtains a good balance for the precision-recall tradeoff.

4.3 Feature analysis for the credibility task
Before performing the automatic assessment of credibility,

we analyze the distribution of features values. To do this we
perform a best-feature selection process over the 747 cases
of the NEWS collection, according to the labels provided by
the credibility task. We used a best-first selection method
which starts with the empty set of attributes and searches
forward. The method selected 15 features, listed in Table 5.

Table 5: Best features selected using a best first attribute
selection strategy.

Min Max Mean StdDev

AVG REG AGE 1 1326 346 156
AVG STAT CNT 173 53841 6771 6627
AVG CNT FOLLOWERS 5 9425 842 946
AVG CNT FRIENDS 0 1430 479 332
FR HAS URL 0 1 0.616 0.221
AVG SENT SCORE -2 1.75 -0.038 0.656
FR SENT POS 0 1 0.312 0.317
FR SENT NEG 0 1 0.307 0.347
CNT DIST SHORT URLS 0 4031 121 419
SHR MOST FREQ AU 0 1 0.161 0.238
FR TW USER MENTION 0 1 0.225 0.214
FR TW QUEST MARK 0 1 0.091 0.146
FR EMOT SMILE 0 0.25 0.012 0.028
FR PRON FIRST 0 1 0.176 0.211
MAX LEV SIZE 0 632 46 114

As Table 5 shows, the first four features consider charac-
teristics of users such as how long they have been Twitter

users, the number of tweets that they have written at the
posting time, and the number of followers/friends that they
have in the platform. The next ten features are aggregated
features computed from the set of tweets of each news event.
Notice that features based on sentiment analysis are very rel-
evant for this collection. Other relevant features consider if
the message includes a URL, a user mention, or a question
mark. The last feature considers information extracted from
the propagation tree that is built from the re-tweets.

To illustrate the discriminative capacity of these features
we deploy box plots for each of them. In this analysis we
distinguish between cases that correspond to the “almost
certainly true” class (labeled as class A), and the “likely to
be false” and “almost certainly false” (labeled as class B).
We exclude from the analysis cases labeled as “ambiguous”.
The box plots are shown in Figure 4.

As Figure 4 shows, several features exhibit a significant
difference between both classes. More active users tend to
spread more credible information, as well as users with newer
user accounts but with many followers and followees.

Sentiment based features are also very relevant for the
credibility prediction task. Notice that in general tweets
which exhibit sentiment terms are more related to non-credible
information. In particular this is very related to the fraction
of tweets with positive sentiments, as opposed to negative
sentiments, which tend to be more related to credible in-
formation. Tweets which exhibit question marks or smiling
emoticons tend also to be more related to non-credible infor-
mation. Something similar occurs when a significant fraction
of tweets mention a user. On the other hand, tweets hav-
ing many re-tweets on one level of the propagation tree, are
considered more credible.

4.4 Automatically assessing credibility
We trained a supervised classifier to predict credibility

levels on Twitter events. To do this we focus the problem on
the detection of news that are believed to be almost certainly
true (class A), against the rest of news (class B), excluding
topics labeled as“ambiguous”. In total, 306 cases correspond
to class A and 302 cases correspond to class B, achieving a
data balance equivalent to 50.3 / 49.7. With this balanced
output we can evaluate the predictability of the credibility
data.

We tried a number of learning algorithms with best results
achieved by a J48 decision tree. For the training/validation
process we perform a 3-fold cross validation strategy. A
summary of the classifier is shown in Table 6.

Table 6: Summary for the credibility classification.

Correctly Classified Instances 86.0119 %
Kappa statistic 0.7189
Mean absolute error 0.154
Root mean squared error 0.3608
Relative absolute error 30.8711 %
Root relative squared error 72.2466 %

As Table 6 shows, the supervised classifier achieves an
accuracy of 86 %. The Kappa statistic indicates that the
predictability of our classifier is significantly better than a
random predictor. The details of the evaluation per class
are shown in Table 7. The performance for both classes
is similar. The F1 is high, indicating a good balance bet-
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Figure 4: Box plots depicting the distribution for classes A (“true”) and B (“false”) of each of the top 15 features.

Table 7: Results for the credibility classification.

Class TP Rate FP Rate Prec. Recall F1

A (“true”) 0.825 0.108 0.874 0.825 0.849
B (“false”) 0.892 0.175 0.849 0.892 0.87
W. Avg. 0.860 0.143 0.861 0.860 0.86

ween precision and recall. The last row of Table 7 shows
the weighted averaged performance results calculated across
both classes.

Best features. To illustrate the top features for this task,
we analyze which features were the most important for the
J48 decision tree, according to the GINI split criteria. The
decision tree is shown in Figure 5. As the decision tree
shows, the top features for this task were the following:

• Topic-based features: the fraction of tweets having an
URL is the root of the tree. Sentiment-based features
like fraction of negative sentiment or fraction of tweets
with an exclamation mark correspond to the following
relevant features, very close to the root. In particu-
lar we can observe two very simple classification rules,
tweets which do not include URLs tend to be related
to non-credible news. On the other hand, tweets which
include negative sentiment terms are related to cred-
ible news. Something similar occurs when people use
positive sentiment terms: a low fraction of tweets with

Figure 5: Decision tree built for the credibility classification.
(A = “true”, B = “false”).
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Figure 4: Box plots depicting the distribution for classes A (“true”) and B (“false”) of each of the top 15 features.

Table 7: Results for the credibility classification.

Class TP Rate FP Rate Prec. Recall F1

A (“true”) 0.825 0.108 0.874 0.825 0.849
B (“false”) 0.892 0.175 0.849 0.892 0.87
W. Avg. 0.860 0.143 0.861 0.860 0.86

ween precision and recall. The last row of Table 7 shows
the weighted averaged performance results calculated across
both classes.

Best features. To illustrate the top features for this task,
we analyze which features were the most important for the
J48 decision tree, according to the GINI split criteria. The
decision tree is shown in Figure 5. As the decision tree
shows, the top features for this task were the following:

• Topic-based features: the fraction of tweets having an
URL is the root of the tree. Sentiment-based features
like fraction of negative sentiment or fraction of tweets
with an exclamation mark correspond to the following
relevant features, very close to the root. In particu-
lar we can observe two very simple classification rules,
tweets which do not include URLs tend to be related
to non-credible news. On the other hand, tweets which
include negative sentiment terms are related to cred-
ible news. Something similar occurs when people use
positive sentiment terms: a low fraction of tweets with

Figure 5: Decision tree built for the credibility classification.
(A = “true”, B = “false”).
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ABSTRACT
How do news sources tackle controversial issues? In this work, we
take a data-driven approach to understand how controversy inter-
plays with emotional expression and biased language in the news.
We begin by introducing a new dataset of controversial and non-
controversial terms collected using crowdsourcing. Then, focusing
on 15 major U.S. news outlets, we compare millions of articles dis-
cussing controversial and non-controversial issues over a span of
7 months. We find that in general, when it comes to controversial
issues, the use of negative affect and biased language is prevalent,
while the use of strong emotion is tempered. We also observe many
differences across news sources. Using these findings, we show
that we can indicate to what extent an issue is controversial, by
comparing it with other issues in terms of how they are portrayed
across different media.

1. INTRODUCTION
One of the most vital functions of the news media is to serve

as a place to critically examine and present information about so-
cial, political, economic, and ideological issues of the day. Many
of these issues are controversial, in the sense that they provoke ar-
guments in which people express strong opposing opinions [10].

For this reason, journalists must often take special precaution
and make careful language choices when they write about contro-
versial issues. This can often manifest as different ways of using
language, for instance news sources will often use a series of terms
to signal that a controversy exists, such as “outcry,” “furor,” and
“uproar” [6]. It has been theorized that journalists can also become
susceptible to the ideologies, attitudes, and pressures of their orga-
nization [13], as well as unstated rules and norms [8]. These inputs
can influence the particular language used to discuss controversial
issues within a particular news source. The difference in framing
could be subtle enough to be unnoticeable to the casual reader.
However, using computational techniques in textual analysis, we
can analyze large datasets of articles for consistent differences in
the way different news organizations write about controversial is-
sues.

Computation+Journalism Symposium 2014.
October 24-25, 2014. Columbia University, New York, NY, USA.

Our contribution. In this work, we quantify the use of emo-
tional and biased language when presenting controversial issues in
the news. We begin by building a list of controversial and non-
controversial terms in current news in the U.S. using crowdsourc-
ing techniques. Then, we perform a large-scale analysis of millions
of news articles from 15 U.S.-based news sources. We focus on the
expression of sentiment using a series of lexical resources contain-
ing words conveying positive and negative emotions; this automatic
analysis helps reduce the inherent subjectivity of traditional content
analysis methods.

We demonstrate that controversial issues in news can be charac-
terized by the use of fewer positive words and a greater presence
of negative words. This finding is consistent across different media
sources and confirmed with 4 different sentiment lexicons. Inter-
estingly, we find that the use of highly emotional terms (as opposed
to mild ones) is less likely in the context of controversial topics,
suggesting a self-moderation on the part of the news sources.

Additionally, we perform an analysis based on a vocabulary of
words signaling bias obtained from discussions in Wikipedia, and
find that these bias terms also tend to occur more frequently in ar-
ticles mentioning controversial topics, and can serve as a fairly ac-
curate predictor of the level of controversy.

The next section outlines previous work related to controversy
in news media. Next, we describe our dataset of online news (Sec-
tion 3) and describe the process we used to label strongly contro-
versial, somewhat controversial, and non-controversial words (Sec-
tion 4). We then compare controversial and non-controversial arti-
cles in terms of a series of bias and sentiment lexicons in Section 5,
and discuss the differences in the strength with which annotators
perceive a topic as controversial and the treatment it received in
news media in Section 6. Lastly we discuss the implications and
limitations of such computational approaches to media analysis.

2. PREVIOUS WORK
Controversy has been examined in both social media, including

Wikipedia and Twitter, and more traditional news sites.
The unique structure of Wikipedia as a collaborative endeavor

has been used by Rad and Barbosa [11] who detect controversy
based on mutual reverts, bi-polarity in the collaboration network,
and/or mutually-reinforced scores for editors and articles (contro-
versial editors work in controversial articles). The fact that an ar-
ticle on Wikipedia is controversial has then been used to evaluate
the level of controversy of other documents (e.g. web pages) by
mapping them to related Wikipedia articles [9].

Taking a content-driven approach, Pennacchiotti and Popescu
[10] detect controversies around celebrities in Twitter. They use
a number of features including the presence of sentiment-bearing
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The paper does not exploit the wealth of 
information embedded in the network 
structure of a user. This can be very useful 
for credibility purposes. Discuss some 
ways you’d utilize this information. 



The authors stop short of proposing any sort of 
user-specific model (although they use user-
features): beyond attributes of the information 
and the information sharing agent, it is 
necessary to model end user perceptions. 

For instance, some users may value sentiment 
more than social connections, which may in turn 
impact how they assess information credibility.



Are non-experts (e.g., Turkers) the right 
people to assess credibility?



A need for “fact checking systems” that 
operate outside of the social media 
ecosystem. But these systems are difficult to 
build and use. Why?



Tweeting is Believing? 
Understanding Microblog
Credibility Perceptions
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Abstract 
Publishers of news information are keen to amplify the 
reach of their content by making it as re-sharable as possible 
on social media. In this work we study the relationship 
between the concept of social deviance and the re-sharing of 
news headlines by network gatekeepers on Twitter. Do 
network gatekeepers have the same predilection for 
selecting socially deviant news items as professionals? 
Through a study of 8,000 news items across 8 major news 
outlets in the U.S. we predominately find that network 
gatekeepers re-share news items more often when they 
reference socially deviant events. At the same time we find 
and discuss exceptions for two outlets, suggesting a more 
complex picture where newsworthiness for networked 
gatekeepers may be moderated by other effects such as 
topicality or varying motivations and relationships with 
their audience.  

Introduction   
The analytics purveyor Chartbeat recently reported that 
26% of the traffic they measure to news sites is from social 
sources.1 Now more than ever news publishers need to 
understand how to harness social platforms like Twitter 
and Facebook to disseminate information and reach larger 
audiences, both for breaking news as well as for headlines 
pointing users back to the publisher’s content (Kwak et al. 
2010; Messner, Linke, and Eford 2011). A strong social 
presence allows news publishers not only to engage their 
community of readers with the latest news, but also to 
implicate those readers as network gatekeepers (Barzilai-
Nahon 2008) who can further share that news.  

Twitter offers an unprecedented opportunity to quantify 
and analyze how news arouses interest by observing the 
number of users who re-share a news story. Motivated by 
findings proffered in previous research on news coverage, 
here we take up the relationship between the concept of 
social deviance and the re-sharing of news headlines by 

                                                             
Copyright © 2014, Association for the Advancement of Artificial 
Intelligence (www.aaai.org). All rights reserved. 
 
1 http://blog.chartbeat.com/2013/10/28/understanding-traffic-sources-part-
3-social-traffic/ 

network gatekeepers. Previous literature has found that 
events with high deviance were more likely to gain 
coverage in the main stream media (MSM) (P. Shoemaker, 
Danielian, and Brendlinger 1991), “the role of news media 
is not to mirror the world as it is, but rather to spotlight and 
draw public attention to problems and situations that need 
solutions and repair,” (Pamela Shoemaker 2006). 
Shoemaker’s theory posits that MSM will select for and 
favor socially deviant stories and events.  

But do network gatekeepers share a similar predilection 
for selecting socially deviant news items? Is social 
deviance a professionally imbued newsworthiness 
criterion, or something that more generally explains 
interest, attention, and sharing of news? Networked 
gatekeeping theory explores the idea that every user on 
Twitter is a gatekeeper, with the discretion to share or not 
share a news item with their audience (Barzilai-Nahon  
2008). Each user can have their own criteria for what 
becomes “news”—what’s worthy of sharing. In this paper 
we explore how social deviance relates to the re-sharing of 
news headlines by network gatekeepers on Twitter.  

In particular, we study 8,000 news stories posted on 
Twitter by 8 major U.S. news outlets and examine the 
distribution of socially deviant tweets and the relation to 
number of retweets. Our results show that network 
gatekeepers do tend to re-share news stories at a higher rate 
when they reference socially deviant events, particularly 
for tabloid news outlets’ content. At the same time we find 
and discuss exceptions for two outlets, suggesting a more 
complex picture where newsworthiness for networked 
gatekeepers may be moderated by other effects such as 
varying motivations or relationships with the audience. In 
addition, our study complements and broadens previous 
research that has looked at how network characteristics 
(Bhattacharya 2012), Twitter-specific features such as 
hashtags and URLs (Suh et al. 2010), context (Nahon and 
Hemsley 2013) and sentiment and emotion (Berger and 
Milkman 2012) impact the social spread of information. 



One limitation of the work is that their current 
recruitment method does not include certain 
demographics that consume tweets, like 
teenagers or adults without a college degree; 
education may matter 

The paper focused on a rather well-educated 
and specialized group of participants, and that it  
failed to contrast results of this population and a 
more general population



Class	Reading	– Significance	of	
assessing	credibility	of	anti-vax	
information



Both papers focus on assessing credibility 
of news. Would same observations apply 
to judging credibility of non-real time 
information? E.g., health myths



Credibility is, after all, a domain-
dependent attribute. What additional new 
feature would you consider, in addition to 
the ones raised in the papers, that could 
be useful for this purpose? How would you 
factor in end users’ bias in perception of 
credibility? (Take the example of the anti-
vax health myth)







The papers examined and studied 
credibility on Twitter – a primarily text 
based content system. How would the 
different cues change if we look at the 
host of new multimedia sharing social 
apps (e.g., Instagram) and want to assess 
credibility of such content?
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ABSTRACT 
In this work we develop and evaluate a method for the syndication 
and visualization of aggregate quality evaluations of informational 
video. We enable the sharing of knowledge between motivated 
media watchdogs and a wider population of casual users. We do 
this by developing simple visual cues which indicate aggregated 
activity levels and polarity of quality evaluations (i.e. positive / 
negative) which are presented in-line with videos as they play. In 
an experiment we show the potential of these visuals to engender 
constructive changes to the credibility of informational video 
under some circumstances. We discuss the limitations, and future 
work associated with this approach toward video credibility 
modulation. 

Categories and Subject Descriptors 
H.5 [Information Interfaces and Presentation]: user interfaces, 
multimedia information systems – video, evaluation methodology; 
H.4 [Information Systems Applications]: communications 
applications 

General Terms 
Design, Human Factors 

Keywords 
Video Annotation, Credibility, Visualization, Mechanical Turk  

1. INTRODUCTION 
Can you trust the information you get on a daily basis online? 
Where did it come from and who produced it? What biases of 
selection have contributed to that information? And what kinds of 
expertise did the person have who produced that information? The 
problem of information quality including aspects of credibility, 
validity, and accuracy is pervasive in contemporary media, 
especially as we begin considering user generated content, 
advertisers, and advocacy groups [17].  

Oftentimes referred to as media watchdogs, web sites such as 
Politifact and FactCheck have evolved to address issues of 

information quality by combing through the media and engaging 
in fact-checking and re-contextualization of news and other media 
reports. For high profile video events such as the State of the 
Union address given by the president of the U.S., there is a 
considerable demand for this type of watchdogging activity. For 
instance, recent coverage by news outlets like PBS included 
annotated transcripts and video snippets showing analysis from 
experts and journalists1.  One of the major issues with such 
analytic presentations as are found on Politifact, Factcheck, and 
PBS is that, especially for video, the analysis is divorced from the 
video itself, making the multimedia context difficult to understand 
in relationship with the textual analysis.  
While most methods of watchdogging are labor intensive, another 
method of coping with information quality encompasses 
harnessing social information processing systems [15] which seek 
to filter information and identify quality by aggregating the 
recommendations and ratings of many users through passive (e.g. 
through usage) or active (e.g. through voting or active rating) 
metrics of recommendation. Recent work on video annotation 
systems has combined the notion of watchdogging with social 
information procession and shown the benefit of collaborative 
evaluation of information quality with respect to enhanced 
understanding of context, comprehensiveness, and different 
perspectives by users [5]. But the effort associated with using 
such systems is still substantial and unwarranted for casual users. 

In this work we develop and evaluate methods for the in-context 
syndication of video watchdog information to a less engaged class 
of users. Our goal is to enable sharing of the knowledge of 
interested watchdogs such as journalists with a wider population 
of users and in the process modulate perceptions of information 
quality. We do this by developing simple visuals that indicate 
aggregated activity levels and polarity of evaluations (i.e. positive 
/ negative) shown in-line with videos as they play. More 
interested users can interact with and drill into the visualization 
for the details of the evaluations including tags, sources, and 
comments. In order to understand the influence of this 
visualization on casual video consumption we also evaluate its 
impact on the credibility of the information presented in the video 
as compared to a control presentation of the video.  

2. RELATED WORK 
Information quality, including such aspects as reliability, 
credibility, accuracy, and validity has been studied in a variety of 
contexts such as Wikis [30], social media [15], and traditional 
                                                                    
1 http://www.pbs.org/newshour/interactive/speeches/1/annotated-

state-of-the-union/ 
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news stories [14]. While some aspects of information quality are 
objectively verifiable (e.g. validity), others such as credibility (i.e. 
belief) are perceived and subjective notions of quality and as such 
can be modulated on an individual level [8]. Belief in particular 
can be thought of as a person’s estimate of the subjective 
probability or certainty that a proposition is true [32]. The focus 
of our work here is the design and evaluation of visual cues which 
may engender constructive changes to perceptions of belief in 
informational video (e.g. by cueing people to poor quality 
information in video). An extensive review of the research and 
communication theories associated with attitude and belief change 
can be found in [19, 23, 32].   

Recent work looking at Wikipedia has suggested that users’ 
perceptions of trustworthiness and credibility of information can 
be impacted by detecting and then visualizing edit activity and 
reputation information using relatively simple visual dashboards 
[13, 24, 31]. Other work on Wikipedia has looked at visualizing 
the trustworthiness of segments of articles based on edit history 
metrics [1, 2]. Nakamura et al. postulate that credibility can be 
modulated using social annotation data showing the polarity of 
time-stamped textual responses to video information [21].  

These approaches toward visualizing information quality often 
vary in the source of the annotations that they use. For instance, 
the data used by Nakamura as well as in other video response 
work by Ayman et al. [6, 26]  utilizes short text messages that are 
associated to the video by the public as it is playing. Automatic 
text analysis (e.g sentiment analysis) is then used to determine the 
reaction of the message to the video content. Algorithms for 
automatically evaluating the information quality of content have 
also been employed by Adler [1, 2] as well as Murakami [20]. 
While there are certainly many benefits to employing automatic 
analysis, Nakamura’s implementation also exposed several 
difficulties when dealing with unstructured video comments and 
sentiment detection including an inability to discern whether the 
sentiment of comments was in response to the original video or to 
other comments.  
Some of these difficulties are avoided with more explicit video 
evaluation information such as that collected by the Videolyzer 
system [5], which includes hierarchically organized quality tags, 
sourcing, and free text comments. However the visual complexity 
of Videolyzer and its orientation toward motivated bloggers and 
journalists means that it is inappropriate for casual users to benefit 
from its rich annotation information. Here we consider a model 
where videos would be manually annotated using a structured 
tool. This would leverage existing journalistic practices by for 
instance FactCheck to add these annotations. But then these 
annotations would be syndicated to more casual users via 

simplified and aggregated representations of the annotations, so as 
to share the benefit of the manual annotation process with as wide 
an audience as possible. Our work is most similar to Nakamura’s 
[21] with the addition of more interactive capabilities and layers 
of structured annotations (comments, tags, sources / evidence) in 
the system as well as an experimental evaluation of the effect of 
in-context visualizations on credibility. 

3. VISUALIZATION DESIGN 
In the development of our visualization we drew on work in 
dashboard design [7] and traditional broadcast graphics, which 
contextualize video information with maps, names, and titles, but 
for the most part do not provide any notion of social quality 
evaluation. Our design goal was to distill a detailed hierarchical 
and collaborative evaluation of quality into a set of simple cues 
which could be useful to viewers’ assessment of a video’s quality. 
Design decisions included both what data to visualize as well as 
whether that data should be immediately visible or only visible 
upon engagement and further interaction.  

3.1 Visual Cue Selection 
Prior work on discussion visualization suggests a range of 
quantifiable metrics for the characterization of the structure and 
content of online discussions such as size (i.e. breadth, depth, 
number of messages and contributors), recency, activity level, 
anonymity, stability, and tone [3, 13, 28]. The ability to detect 
these features automatically rests both on the degree of structure 
in the commenting system as well as the robustness of content 
analysis algorithms (e.g. sentiment or affect recognition).  

In order to reduce consumption bandwidth as well as to maximize 
the potential for showing cues relevant to credibility we organized 
cues into three levels of successive detail. We chose to focus the 
initial visualization on aggregate measures: activity level and 
annotation polarity, with interactions revealing additional 
information such as use of sources, number of contributors, and 
ultimately individual quality tags, comments, and evidence 
sources.  

Activity level, an honest signal of interest, indicates areas of the 
video that have generated more or less discussion and thus might 
be worth investigating [22]. Polarity shows whether people have 
evaluated a section of video as positive or negative. Evidence and 
sources were included because of their expected impact on 
credibility evaluations [10, 18]. Finally, the number of 
contributors was included in order to indicate if the activity or 
polarity of annotations in one area was the result of one person or 
a diversity of opinion. Our purpose in this paper is not to study the 

 
Figure 1. A close up of the graph and interactive elements from the experimental video player. It shows a stacked and colored 
graph of the annotations over the length of the video, which is time aligned to the navigation of the video. Hovering over the 
graph shows the panel at left and clicking the elements there expand in the panel at right.  
 


