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Tweets from Justin Bieber's
Heart: The Dynamics of the 
Location Field in User Profiles 



Summary



The Livehoods Project: 
Utilizing Social Media to 
Understand the Dynamics 
of a City



Summary



Semi automated cluster tuning with human feedback



Generalizability



The fact that more than a fifth of Twitter 
locations were inaccurate (Hecht et al.) is 
alarming in many ways. It questions the 
design of these systems in many ways. As 
a designer, what would be your 
takeaways?



The papers focus on inferring attributes of 
urban settings based on social media 
reported locations. What are some 
example situations where this information 
could be used?



The Third Place



Self-reported social media locations have 
many issues. First, there’s no way to 
distinguish between locals and tourists. 
How would this lack of information impact 
the algorithms we covered today?



Neighborhood inference using social 
media can be challenging due to the 
digital divide and other linguistic, cultural 
factors. Cite some cities/case examples 
where social media locations may not 
indicate true neighborhoods.



Characterizing spatial routes with social 
media location information



Beyond beautiful and pleasing 
routes…

Figure 1: (a) Tweet sentiment map of Chicago at community level with example tweets. Green color means regions with more positive
(than negative) sentiments and red means the opposite. (b) Crime density map with example homicide case in the Austin community.

with marginal increase in total distance compared to the shortest
path, by searching paths with small total amount of negative senti-
ments on the regions along the route.

We validated the idea of utilizing regional contexts with a use
case from a representative city, Chicago, and examined a num-
ber of route pairs suggested by SocRoutes. When compared with
the crime data published from the City of Chicago Data Portal,
SocRoutes could effectively bypass recent crime hotspots solely by
utilizing social media updates. This result matches with the recent
finding that physical safety and crime rates show correlation with
people’s perception about places [5].

This paper is organized as follows. We first present a pilot study
that shows correlation between sentiments and crime in Section 2.
We then describe the details of the SocRoutes system in Section 3.
In Section 4, we conclude and discuss future work.

2. MOTIVATION
The crux of our idea is whether real-time, geotagged social me-

dia streams can be used to enhance everyday experience in the way
we interact with places, for instance by avoiding crime-prone areas
and seeking more enjoyable routes. A good example is provided in
a recent effort of building a fine-grained mood map of New York
City from Twitter streams [2], where the authors found that public
parks incur positive sentiments, whereas transportation hubs incur
negative sentiments. Also, people’s perception of a dangerous or
safe place had acute relationship with the actual crime rates [5].

In order to identify a more concrete relationship between pub-
lic sentiments and public safety, we conducted a pilot study and
created the map of major residential areas based on both Twitter
sentiments and crime history. We used the Gnip1 API to Twit-
ter, which accesses the full tweet streams, and gathered geotagged
tweets over a 10-day period from December 8th to 17th in 2012.
In order to consider only urban areas, we extracted all geotagged
posts within a 25-mile radius from the 20,000 largest cities in the
world, which yielded a total of 60 million tweets. In this paper, for
lack of space, we demonstrate our system only with the data from

1http://gnip.com

Chicago, which contained nearly 120,000 tweets. We use the Web
analysis tool presented in [3] for extracting sentiments.

As a measure of safety in the community granularity, we used
open government data. We downloaded the crime history data pub-
lished from the City of Chicago Data Portal2, which contains infor-
mation about the entire 4.2 million crimes committed from 2001
to 2012. Metadata consists of date, crime type, description, and
the exact latitude-longitude geolocation of the crime scene. We
eliminated all crimes such as deceptive, gambling, liquor violation,
trespass, and prostitution, which may not directly impact the expe-
rience of travellers. After such filtering, we found a total of 12,503
reported crimes during the 10-day period in 2012.

Figure 1 shows the resulting maps of sentiments (left) and crimes
(right) for 77 major communities in Chicago. Some correlation
is discernible visually. The Austin community, located at West
side of Chicago, was the most crime-prone area during the data
collection period and is marked with the darkest red color on the
crime map. Several other communities in the Southeastern area
of Chicago such as Auburn Gresham, Chatham, South Shore, and
Chicago Lawn also show high crime rates. For these areas, one can
visually identify that negative sentiments are more dominant than
the positive sentiments. The Pearson correlation coefficient was
measured to be �0.55 between crime rates and sentiments, where
negative correlation means a high crime rate is related to less posi-
tive (i.e., more negative) sentiment. Given that tweets are a mix of
daily chatter and personal updates as well as news, this level of cor-
relation is promising. Furthermore, the top-10 precision and recall
values for predicting the highest crime-rates using just tweet sen-
timents were both 0.5, compared to 0.14 for a theoretical random
predictor.

This result is in tune with the recent finding, which identified
that local environment and neighborhood have great impact on per-
ception of safety related issues [1]. Based on findings of this pilot
study, in the following section, we adopt Twitter sentiment as a
feature for enhancing positive experience in human mobility and
propose a new route navigation method, called SocRoutes.

2http://data.cityofchicago.org
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What can social multimedia reveal to us 
about location?



Mapping the World’s Photos

Figure 2: Representative images for the top landmark in each of the top 20 North American cities. All parts of the figure, including
the representative images, textual labels, and even the map itself were produced automatically from our corpus of geo-tagged photos.

about 110,000 photos, again making it difficult to generalize their
results. Their method also does not scale well to a global image
collection, as we discussed in Section 3. There is a considerable
earlier history of work in the Web and digital libraries community
on organizing photo collections; however those papers in general
make little or no use of image content (e.g., [1]) and again do not
provide large-scale quantitative results.

8. CONCLUSIONS
In this paper we introduce techniques for analyzing a global col-

lection of geo-referenced photographs, and evaluate them on nearly
35 million images from Flickr. We present techniques to automat-
ically identify places that people find interesting to photograph,
showing results for thousands of locations at both city and land-
mark scales. We develop classification methods for predicting these
locations from visual, textual and temporal features. These meth-
ods reveal that both visual and temporal features improve the ability
to estimate the location of a photo compared to using just textual
tags. Finally we demonstrate that representative photos can be se-
lected automatically despite the large fraction of photos at a given
location that are unrelated to any particular landmark.

The techniques developed in this paper could be quite useful in
photo management and organization applications. For example, the
geo-classification method we propose could allow photo manage-
ment systems like Flickr to automatically suggest geotags, signif-
icantly reducing the labor involved in adding geolocation annota-

tions. Our technique for finding representative images is a practical
way of summarizing large collections of images. The scalability of
our methods allows for automatically mining the information latent
in very large sets of images; for instance, Figures 2 and 3 raise the
intriguing possibility of an online travel guidebook that could au-
tomatically identify the best sites to visit on your next vacation, as
judged by the collective wisdom of the world’s photographers.

In this paper we have focused on using geospatial data as a form
of relational structure, and combining that with content from tags
and image features. An interesting future direction is to relate this
back to the explicit relational structure in the social ties between
photographers. Preliminary investigation suggests that these can
be quite strongly correlated — for example, we observe that if two
users have taken a photo within 24 hours and 100 km of each other,
on at least five occasions and at five distinct geographic locations,
there is a 59.8% chance that they are Flickr contacts.
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Location and Social



Hyperlocal Events and Trends
Hu, Farnham, Monroy-Hernandez (2013). Whoo.ly: Facilitating Information Seeking For Hyperlocal

Communities Using Social Media

 

Figure 1. The main Whoo.ly interface, with the recent Twit-
ter posts and summaries of events, topics, places, and people. 

The unique features of Whoo.ly are the novel event detec-
tion and summarization algorithms we developed. Active 
neighborhood events are detected using a novel scalable 
statistical event detector that identifies and groups trending 
features in Twitter posts. Top neighborhood topics are in-
ferred using a simple yet effective weighting scheme that 
finds the most important words and phrases from posts. To 
identify the most popular places in a neighborhood, we used 
both template-based information extractors and learning-
based information extractors. Finally, to distill a ranked list 
of the active people in a community, we developed a rank-
ing scheme on the social graph of Twitter users based on 
their mentioning and posting activities. 

To   evaluate  Whoo.ly’s   utility   as   a   tool for finding neigh-
borhood information, including its user interface and our 
algorithms, we performed a user study with thirteen resi-
dents from three Seattle neighborhoods. Most of our partic-
ipants believed Whoo.ly provided them with useful neigh-
borhood information, and rated it easier to use than Twit-
ter’s  native tools. 

The contributions of this work are:  
x A novel system for discovering hyperlocal information 

from the social media site Twitter; 
x A novel approach for extracting and summarizing trend-

ing events from Twitter posts ; and 
x Quantitative and qualitative support that our techniques 

provide higher quality results than existing solutions. 

RELATED WORK 
Using new technologies to promote community awareness 
and participation has long been a research topic for the HCI 
community and [33, 23]. Web-mediated communities such 
as Netville and the Blacksburg Electronic Village have 
demonstrated how the Internet can enhance spatial immedi-
acy, facilitate discussion, and quickly mobilize people 
around local issues [11, 5]. 

The  prevalence  of  “Web  2.0”  has provided new opportuni-
ties for technologies to facilitate better information seeking 
and communication about local communities. In particular, 
social media tools have been used to report various activi-
ties including breaking news [22], public debates [17], cri-
ses like floods [31], earthquakes [29], or even during war-
time [24]. Recently, leveraging social media resources for 
local communities has drawn considerable attention in both 
research and industry. Such efforts include Livehoods [7] 
and i-Neighbors [10]. Among them, CiVicinity [14] pro-
vides a hyperlocal community portal that integrates infor-
mation from Facebook, blogs, calendars, and other sources 
to promote civic awareness and participation. Virtual Town 
Square (VTS) [20] also aggregates local information from a 
predefined set of information sources (government, schools, 
and news organizations) to improve community engage-
ment. Our work uniquely builds on this line of research by 
exploring automatic solutions to the detection, extraction 
and summarization of neighborhood information from noisy 
Twitter posts. 

The hyperlocal content in Whoo.ly is automatically mined 
from Twitter, which presents unique challenges not directly 
addressed by related work: (1) Prior solutions on event de-
tection from social media commonly employ the strategy of 
clustering similar Twitter posts, using a classifier to predict 
the event-related clusters, and then extracting events from 
these clusters [1]. Such an approach may work well on long 
text documents (e.g., blogs) but perform poorly on Twitter 
posts, since clustering outcomes can be noisy; at the same 
time, analyzing sparse and short text can be challenging 
[15]. In addition, this strategy needs to be trained in ad-
vance. In contrast, our proposed event detector finds trend-
ing events without any supervision and, more importantly, 
it is highly scalable, making it feasible to efficiently handle 
large-scale social media data. (2) Our method of finding top 
topics was inspired by the TF-IDF statistics that assign 
scores for terms based on their mentioned frequency within 
and across documents. Even though there are other efforts 
to find top topics from Twitter posts [27], such approaches 
often take a long time to run to discover meaningful topics, 
and we seek to provide reasonably real-time results. (3) 
Information extraction has been a long-standing research 
topic [6]. In Whoo.ly, we use a hybrid approach of both 
template-based and learning-based extractors to find popu-
lar places in Twitter posts. 

WHOO.LY OVERVIEW AND DESIGN PROCESS 
In this section, we first provide an overview of Whoo.ly and 
its features. Then, we highlight the motivations underlying 
the choices we made in the design process. 

Whoo.ly is a web service built on top of Twitter. Its goal is 
to provide people with relevant and reliable hyperlocal 
news content. By browsing the website, people immediately 
find what is happening in a specific neighborhood. Whoo.ly 



What are the risks of location inference 
from social media data? 

“Gaming” locations on social media; 
identity deception


