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Trust	Breaks	Down	in	
Electronic	Contexts	but	Can	
Be	Repaired	by	Some	Initial	
F2F	Contact		



Summary	

•  The	paper	examines	trust	emergence	in	online	contexts	–	one	of	
the	early	works	in	this	space	(aka	1998).	

•  Experimental	approach	
»  Groups	of	size	six	people	were	constructed,	who	met	3-5	Mmes	a	week	in	

a	laboratory	seNng	–	there	were	12	groups	in	all	
»  Main	task	was	monetary	investment	in	a	market.	The	economic	model	

was	that	of	“social	dilemma”.	
»  Email	lists,	supporMng	text	based	communicaMon	were	used	as	the	

electronic	communicaMon	tool	

•  Main	finding	–	in	the	context	of	groupware	technologies,	a	prior	
F2F	meeMng	facilitated	trust	building	in	later	electronic	
communicaMon	



Twitter	Under	Crisis:	Can	
We	Trust	What	We	RT?		



Summary	

•  The	article	examines	use	of	Twitter	in	the	context	of	a	large	
disaster,	the	Chilean	earthquake	of	2010.		

•  Crisis	tweets	contain	less	diversity	in	their	vocabulary	usage,	and	
are	bursty	in	nature.	

•  Main	finding	–	the	propagation	pattern	of	rumors	are	different	
from	that	of	legit	news,	since	rumors	tend	to	be	questioned	
more	by	the	Twitter	audience.	
•  Rumors	also	lead	to	chaos,	in	the	absence	of	verifiable	information	from	

traditional	sources	
•  Hand	curated	set	of	confirmed	truths	and	baseline	rumors.	



Summary	



A	Discussion	Point	
	
Cite	one	social	media	experience	which	
questioned	your	trust	in	a	system,	some	
information,	a	person.	



The	basic	premise	of	the	first	paper	(Rocco	et	
al)	is	that	people	face	challenges	in	
collaborative	tasks	involving	electronic	
communication,	because	of	risks	deceitful	
behaviors.	Is	it	less	prevalent	16	years	later?	



The	experimental	setup	by	Rocco	et	al	
used	the	social	dilemma	model	of	
economic	investment.	Could	that	have	
naturally	lead	participants	to	be	suspicious	
of	each	other?	



Mendoza	et	al	study	veracity	of	
information	related	to	a	crisis	event.	
Would	the	findings	vary	if	it	were	not	
related	to	a	crisis?	



Would	today’s	groupware	tools	like	Skype,	
Google	hangouts	etc.	help	curb	this	
mistrust	perception	observed	by	Rocco	et	
al?	



To	what	extent	identity	is	important	for	
building	trust.	Does	anonymity	naturally	
indicate	lowered	trust	in	networks?	



If	historical	data	on	a	user’s	SNS	activity	
can	be	considered,	how	can	this	improve	
trust	inference	in	networks?	



Could	Reddit’s	link	or	comment	karma	be	
useful	to	infer	trust?	How	would	you	use	it?	
What	are	its	limitations?	What	about	forms	of	
reputation	systems	–	can	they	be	used	as	a	
proxy	for	trust?	



On	Facebook	and	Twitter,	users	can’t	
assign	trust	scores	to	others,	except	
Facebook’s	“like”	feature.	Could	the	“like”	
feature	be	used	for	trust	inference	in	any	
way?	



On	Twitter,	what	cues	would	you	use	to	
infer	trust?	



Trust	can	be	contextual	and	often	times	
unlikely	to	be	binary,	rather	continuous.	
What	does	it	mean	for	social	computing	
design?	Present	one	idea.	


