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Why do we need to know data mining 
for this class?



Different data mining tasks



What we will cover…



Representing data



Representing data



Classification



Classification



Classification Accuracy: Estimating Error 
Rates



Classification: Example



Classification



Classification: k-NN Algorithm
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Classification: Decision trees



Classification: Decision trees



Classification: linear classifier



Classification: linear classifier



Bayesian Classification: Why?



Classification: linear classifier



Classification: Support Vector Machine

https://www.youtube.com/watch?v=1NxnPkZM9bc

https://www.youtube.com/watch?v=1NxnPkZM9bc


Classification: Support Vector Machine

https://www.youtube.com/watch?v=3liCbRZPrZA

https://www.youtube.com/watch?v=3liCbRZPrZA


Discriminative Classifiers

• (as compared to Bayesian methods – in general)

• (Bayesian networks are normally slow) 

• (Bayesian networks can be used easily for pattern discovery)

• (easy in the form of priors on the data or distributions)



Classification Summary



How to choose the right classifier?



Clustering



Clustering: K means



Clustering: how to choose K?



Clustering: hierarchical clustering



Clustering: hierarchical clustering

In order to decide which clusters should be combined (for agglomerative), or 
where a cluster should be split (for divisive), a measure of dissimilarity 
between sets of observations is required.

Euclidean distance

Cosine similarity



Next class


