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Rhythms of Social 
Interaction: Messaging 
Within a Massive Online 
Network



Summary

• The paper analyzed anonymized headers of 362 million 
messages shared by 4.2 million college students

• Paper set in college-era Facebook – 2004-06

• Main finding – many temporal regularities in communication; 
Facebook is clustered by colleges



On the Study of Diurnal Urban 
Routines on Twitter



Summary



Summary
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(a) “Funny”
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(b) “Sleep”
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(c) “Lunch”

Figure6: Daily patterns for threekeywords, showing theav-
erageproportion of daily volume for each hour of theday

other hand, keywords that seem to represent real-world ac-
tivities may provide a biased view. While it is feasible that
Figure6(c) reflectsactual diurnal lunch patternsof theurban
population, Figure 6(b) is not likely to be reflecting the time
people go to sleep – peaking at 3am.
Nevertheless, we hypothesize that the diurnal patterns,

representing virtual or physical activities, can help us de-
velop an understanding of the similarities and differences
in daily routines between cities. Can the similarity between
“ lunch” and “sleep” diurnal patterns in two cities suggest
that the cities are similar?
To initially explore this question, we compared the X 24

series for aset of keywords, for each pair of cities. Wemea-
sured the similarity of diurnal patterns using the Jenson-
Shannon (JS) divergence between the X 24 series of the
samekeyword in apair of cities. JS is analogous to entropy,
and defined over two distributionsP andQ of equal size (in
our case, 24 hours) as follows:

JS(P,Q) =
1

2

"
23X

i = 0

gp( i ) +

23X

i = 0

gq( i )

#

(3)

Where gp(i ) = pi
(pi + qi ) / 2

log pi
(pi + qi ) / 2

, and gq(i ) =
qi

(pi + qi ) / 2
log qi

(pi + qi ) / 2
.

For our purposes, the distributions pi and qi were the
normalized hourly mean-volume values for a specific key-
word, as we did for the entropy calculation. The distance
between two citiesG1, G2 with respect to keywordw is thus
JS(pG1 ,w , pG2 ,w ). Thedistancewith respect to aset of key-
words is the sum over distances of thewords in the set.
For comparison, weselected threesetsof ten keywords to

usewhen comparing locations: a random set of keywords, a

(a) Random

(b) Stable

(c) Significant

Figure7: 10most similar city pairscomputed using different
sets of keywords.

set of keyword with high entropy (“significant” ), and a set
of keywordswith low MAPE (“stable”).Wethen plotted the
top 10 most similar city pairs, according to each of these
groups, on amap, asshown in Figure7. Thethickness of the
arc represents the strength of the similarity (scaled linearly
and rounded to integer thickness values from 1 to 5).

Thesimilarities calculated using the10 random keywords
exhibit quite low coherence. While there are clearly a few
city pairs that areclosely connected (San Francsico-LosAn-
geles, Boston-Washington), for the most part it is hard to
discern regular patterns in the data. Using the top 10 most
stable keywords results in a more coherent cluster of ma-
jor east-coast cities, along with asmaller, weakly connected
cluster centering on San Francisco. When we calculate the
similarity using the top 10 highest entropy keywords, the
two clusters become much clearer, and the locality effect
is stronger, resulting in a well-connected west-coast clus-
ter centered around San Francisco, and an east-coast clus-
ter in which Washington D.C. serves as a hub. Despite this
promising result, it remains to beseen whether these effects
aremostly due to timezone similarity between cities.

Discussion and Conclusions

Wehaveextracted a largeand relatively robust dataset of lo-
cation data from Twitter, and used it to reason about diurnal
pattern in different cities. Our method of collection of data,
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Figure6: Daily patterns for threekeywords, showing theav-
erageproportion of daily volume for each hour of theday

other hand, keywords that seem to represent real-world ac-
tivities may provide a biased view. While it is feasible that
Figure6(c) reflectsactual diurnal lunch patternsof theurban
population, Figure 6(b) is not likely to be reflecting the time
people go to sleep – peaking at 3am.
Nevertheless, we hypothesize that the diurnal patterns,

representing virtual or physical activities, can help us de-
velop an understanding of the similarities and differences
in daily routines between cities. Can the similarity between
“ lunch” and “sleep” diurnal patterns in two cities suggest
that the cities are similar?
To initially explore this question, we compared the X 24

series for aset of keywords, for each pair of cities. Wemea-
sured the similarity of diurnal patterns using the Jenson-
Shannon (JS) divergence between the X 24 series of the
samekeyword in apair of cities. JS is analogous to entropy,
and defined over two distributionsP andQ of equal size (in
our case, 24 hours) as follows:

JS(P,Q) =
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Where gp(i ) = pi
(pi + qi ) / 2

log pi
(pi + qi ) / 2

, and gq(i ) =
qi

(pi + qi ) / 2
log qi

(pi + qi ) / 2
.

For our purposes, the distributions pi and qi were the
normalized hourly mean-volume values for a specific key-
word, as we did for the entropy calculation. The distance
between two citiesG1, G2 with respect to keywordw is thus
JS(pG1 ,w , pG2 ,w ). Thedistancewith respect to aset of key-
words is the sum over distances of thewords in the set.
For comparison, weselected threesetsof ten keywords to

usewhen comparing locations: a random set of keywords, a
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Figure7: 10most similar city pairscomputed using different
sets of keywords.

set of keyword with high entropy (“significant” ), and a set
of keywordswith low MAPE (“stable”).Wethen plotted the
top 10 most similar city pairs, according to each of these
groups, on amap, asshown in Figure7. Thethickness of the
arc represents the strength of the similarity (scaled linearly
and rounded to integer thickness values from 1 to 5).

Thesimilarities calculated using the10 random keywords
exhibit quite low coherence. While there are clearly a few
city pairs that areclosely connected (San Francsico-LosAn-
geles, Boston-Washington), for the most part it is hard to
discern regular patterns in the data. Using the top 10 most
stable keywords results in a more coherent cluster of ma-
jor east-coast cities, along with asmaller, weakly connected
cluster centering on San Francisco. When we calculate the
similarity using the top 10 highest entropy keywords, the
two clusters become much clearer, and the locality effect
is stronger, resulting in a well-connected west-coast clus-
ter centered around San Francisco, and an east-coast clus-
ter in which Washington D.C. serves as a hub. Despite this
promising result, it remains to beseen whether these effects
aremostly due to timezone similarity between cities.

Discussion and Conclusions

Wehaveextracted a largeand relatively robust dataset of lo-
cation data from Twitter, and used it to reason about diurnal
pattern in different cities. Our method of collection of data,
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Figure 2: Location and number of associated tweets in our
dataset, based on user location fieldmatching.

Keywordsand Hour ly VolumeTimeSer ies

We limited our analysis in this work to the 1,000 most fre-
quent words appearing in our dataset (i.e., in the union of
sets MG for all locations G). We then calculated the fre-
quency for all words in the dataset, removing posts with
user profile language field that was not English. Wealso re-
moved stopwords, using the NLTK toolkit. All punctuation
and symbols, except for “@” and “#” at thebeginning of the
term and underscores anywhere in the term, and all URLs,
were removed. We removed terms that were not in English,
keeping English slang and vernacular intact.

In each geographic region, for each of the 1,000 terms,
we created the time series X G,w (d, h) as described above,
capturing the raw hourly volume of tweets during the days
available in our dataset. We converted the UTC timestamps
of tweets to local time for each city, accounting for daylight
savings. For each city, we computed the time series repre-
senting the total hourly volume for every geographic region,
denoted asXG (d, h). Datacollection issues resulted in afew
missing days in our data collection period.

For simplicity of presentation, we only use weekdays in
our analysis below as weekend days are expected to show
highly divergent diurnal patterns. We had a total of 272
weekdays in our dataset for each city.

Diurnal Patterns

Thegoal of this analysis is to examine and reason about the
diurnal patterns of different keywords, for each geographic
region. Wefirst examine theoverall volumepatterns in each
location, partially to validate the correctness of the collec-
tion method for our location dataset.

Natural Per iodicity in Cities

As expected, the overall volume patterns of Twitter activity
for thecities in our dataset show common and strong diurnal

Figure 3: Sparklines for volumeby hour for the cities in our
dataset (midnight to 11pm)

shifts. Figure 3 showssparklines for theaveragehourly pro-
portion of volume, for all cities in our data, averaged over
all weekdays in our dataset. In other words, thefigureshows

theaverage over all days of
XG (d,h )P
23

i = 0
XG (d,i )

for h = 0, . . . , 23

(midnight to 11pm), where XG (d, h) is the total volume of
tweets in hour h of day d. The minimum and maximum
points of each sparkline are marked. The figure shows the
natural rhythm of Twitter activity, which is mostly similar
across the locations in our dataset, but not without differ-
ences between locations. Aswould be expected, in each lo-
cation, Twitter experiences greater volume during the day-
time and less late at night and in early morning. The lowest
level of activity, in most cities, is at 4-5am. Similarly, most
cities show an afternoon peak and late night peak, where
the highest level of activity varies between cities with most
peaking at 10-11pm. However, the figure also demonstrates
differences between the cities.

The consistency of patterns in the different cities is ev-
idence that our data extraction is fairly solid, where most
tweets included were produced in the same timezone (at the
very least) as the city in question. Another takeaway from
Figure 3 is that Twitter volume alone is probably not a im-
mediate indication for theurban “ rhythm” of acity: in other
words, it isunlikely that therisein late-night activity at cities
likeLansing, Michigan is due to Lansing’smany nightclubs
and bars (therearen’ t many), but rather to heightened virtual
activity that may not reflect thecity’surban trends. We turn,
therefore, to examining specific activities in cities based on
analysis of specific keywords.

Keyword Per iodicity in Cities

We aim to identify, for each city, keywords that show ro-
bust and consistent daily variation. Thesekeywordsand their
daily temporal patterns represent the pulse of the city, and
can help reason about the differences between cities using
Twitter data. These criteria should apply to the identified
keywords in each location:

• Thekeyword showsdaily differences of significant rela-
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Predicting the Future With 
Social Media



Summary
• The article examines if social media can be used to predict real-

world outcomes

• One of the earliest “predicting the present” papers using social 
media

• Method – simple tweet volume model outperformed market 
predictors of box office revenues
– Compared with an HDX model – Hollywood Stock Exchange

• Potential shown how Twitter sentiment may be tapped





Golder et al.’s paper studied college-era 
Facebook. Do you think the kinds of temporal 
patterns of conversation they observed would 
hold on today’s Facebook? Is Facebook still 
clustered?



Other than “poke” what other forms of social 
interaction are supported by today’s SNSes to 
support remote social ties?



What all do you think you can predict with 
social media, specifically with Twitter, with 
Facebook, other?



What is the primary challenge of social media 
based predictions over traditional 
predictions?





Why Social Media Can’t Predict 
Elections













The papers we read primarily use 
observational data for prediction. Note all 
focus on retrospective prediction. What are 
the problems with this approach? How to fix 
this problem?





Next class


